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ABSTRACT 

For a wider utilization of model-based control e.g. 
for energy management systems, their installation and 
maintenance costs must be reduced. A possible solution 
is the automated identification of the different asset 
model parameters. However, robust model validation 
methods are necessary in order to guarantee an 
adequate performance in practice without additional 
manual review. This paper presents a model validation 
method for energy conversion units based on an 
uncertainty and consistency analysis of the extrapolated 
energy efficiency ratio (EER). First, the approach is 
described in detail. Afterwards, the advantages of the 
concept over validation methods based on model 
accuracy are illustrated with a case study of a 
compression chiller. Only the presented approach 
ensured a robust validation of the chiller models. 
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1. INTRODUCTION 

1.1 Motivation for an automated parameter 
identification in model-based control 

Many studies have proved that energy management 
systems based on model predictive control (MPC) can 
reduce energy consumption of building complexes [1]. As 
with all model-based controls, the control quality is 
significantly dependent on the accuracy of the different 
asset models. A uniform modelling of these assets with 
an a priori determined parameter set is therefore not 
recommended. Especially since their operating 

behaviour also varies, e.g. due to different configurations 
and installation conditions. At the same time, manual 
identification of the parameters increases both the costs 
and the effort of commissioning substantially. Energy 
management systems based on an MPC are as a result 
only primary used in scientific and feasibility studies [2].  

An automated identification of the different model 
parameters could reduce these costs considerable. 
However, in practice, robust model validation methods 
are required in order to ensure an error-free operation 
of the MPC without additional manual review. 

1.2 Drawbacks of model validation approaches based 
on model accuracy 

The operating points of MPCs vary over time and 
can be frequently at the borders of the operating range 
(OPR). Identified models should thus be valid for the 
entire OPR to avoid detrimental control performance. 
Conventional model validation approaches based on 
model accuracy assessment (e.g. root mean square error 
(RMSE)) are usually only robust if the training data covers 
all operating points. This applies especially to black-box 
models [3]. Consequently, the training data for these 
validation methods should consist of the complete OPR. 
However, this is in many cases either impractical or very 
time-consuming. Particularly in brownfield applications, 
the operating points can only be varied to a limited 
extent during operation. Furthermore, MPCs are 
commonly supervisory controller and therefore don’t 
have direct control access to all exogenous input 
variables of the models. The control variable for 
compression chillers are for instance frequently only 
on/off. In this case, the capacity of the chiller is solely 
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adjusted by the local controller to meet the cooling 
demand. Thus, a variety of different load profiles would 
be necessary in order to obtain training data for the 
complete cooling capacity range. Additionally, an 
automated determining and distinguishing of explicit 
operating points is challenging with increased model 
complexity and number of exogenous input variables 
due to e.g. multicollinearity.  

Hence, a stochastic validation approach which 
quantifies the information content of the training data 
for a given model structure including the correlation and 
variation of the exogenous variables is required. 

This paper presents a model validation method for 
energy conversion units using compression chillers as an 
example. The approach is based on an uncertainty and 
consistency analysis of the energy efficiency ratio (EER) 
extrapolated over the complete OPR. The subsequent 
section outlines how the uncertainty of the EER can be 
determined, and which performance criteria can be 
applied to it. Afterwards the approach is validated in 
section 3 with a case study of a compression chiller. 

2. METHODOLOGY 

2.1 Definition of an energy conversion unit 

An energy conversion unit transforms one or 
multiple energy flows 𝒑𝒑𝐢𝐢𝐢𝐢 ∈  ℝ𝑙𝑙  into one or multiple 
output energy flows 𝒑𝒑𝐨𝐨𝐨𝐨𝐨𝐨 ∈  ℝ𝑚𝑚. The respective EERs 

EER𝑎𝑎,𝑏𝑏 = 𝑝𝑝out,𝑎𝑎
𝑝𝑝in,𝑏𝑏

, ∀𝑎𝑎 ∈ [0. .𝑚𝑚],𝑏𝑏 ∈ [0. . 𝑙𝑙] (1) 

can be modelled as quasi-steady state functions 
𝐄𝐄𝐄𝐄𝐄𝐄�𝜽𝜽,𝒗𝒗,𝒑𝒑𝐢𝐢𝐢𝐢,𝐨𝐨𝐨𝐨𝐨𝐨� ∈ ℝ𝑙𝑙∙𝑚𝑚  of model parameters 𝜃𝜃, 
exogenous inputs 𝒗𝒗  (e.g. ambient temperature) and 
either 𝒑𝒑𝐢𝐢𝐢𝐢  or 𝒑𝒑𝐨𝐨𝐨𝐨𝐨𝐨.  Practical examples of energy 
conversion units include chillers, heat pumps, diesel 
generators, and combined heat and power units. 

The following validation approach applies to one 
steady state function EER𝑎𝑎,𝑏𝑏 respectively and should 
therefore be carried out individually for all of them.     

2.2 Identification of model parameters 

To estimate 𝜽𝜽 ∈ ℝ𝑘𝑘  the model is usually 
transformed into a linear-in-parameter formulation 

𝒚𝒚 = 𝑿𝑿𝜽𝜽�  +  𝝐𝝐�,  (2) 
where  the vector of dependent variables 𝒚𝒚 ∈ ℝ𝑛𝑛  as 
well as the matrix of independent variables 𝑿𝑿 ∈ ℝ𝑛𝑛×𝑘𝑘  
are functions of 𝒗𝒗 and 𝒑𝒑𝐢𝐢𝐢𝐢,𝐨𝐨𝐨𝐨𝐨𝐨. Subsequently, by using 
the ordinary least square (OLS) method, which minimizes 
the sum of estimated squared residuals 𝝐𝝐� ∈ ℝ𝑛𝑛, 𝜽𝜽� can 
be calculated as follows: 

𝜽𝜽� = (𝑿𝑿′𝑿𝑿)−𝟏𝟏𝑿𝑿′𝒚𝒚  (3) 

2.3 Estimation of the parameter uncertainty 

To determine the respective EER uncertainty, the 
covariance matrix of 𝜽𝜽�  

𝜮𝜮𝜽𝜽� = E ��𝜽𝜽� − E�𝜽𝜽����𝜽𝜽� − E�𝜽𝜽���′�  
      = (𝑿𝑿′𝑿𝑿)−1 ∙ 𝑿𝑿′E(𝝐𝝐𝝐𝝐′)𝑿𝑿 ∙ (𝑿𝑿′𝑿𝑿)−1 (4) 

must be calculated beforehand. The difficulty thereby is 
the estimation of the covariance matrix of the residuals 
of the parent population E(𝝐𝝐𝝐𝝐′). OLS assumes that the 
residuals have a constant variance (homoscedasticity) 
and no autocorrelation. Under these circumstances, (2) 
simplifies to: 

𝜮𝜮𝜽𝜽� = 𝜎𝜎𝝐𝝐(𝑿𝑿′𝑿𝑿)−1, (5) 
where 𝜎𝜎𝝐𝝐 is the standard deviation of the residual of the 
parent population. However, due to model 
simplifications (e.g. quasi-steady state and linear model 
structure) these conditions often do not exist in practice. 
In these cases, OLS is still an unbiased and consistent 
estimator but no longer efficient. As a result, the 
calculated 𝜮𝜮𝜽𝜽�  in (5) frequently understates the true 
standard deviations of 𝜽𝜽�  and is no longer reliable. In 
order to obtain a better estimate of the true uncertainty, 
so-called heteroskedasticity and autocorrelation 
consistent (HAC) standard errors can be used [3]. The 
most common approach is the Newey-West estimator: 

𝑿𝑿′E(𝝐𝝐𝝐𝝐′)𝑿𝑿 = ∑ 𝑤𝑤|𝑖𝑖−𝑗𝑗| ∙ (𝑥𝑥𝑖𝑖𝜖𝜖�̂�𝑖)(𝑥𝑥𝑗𝑗𝜖𝜖�̂�𝑗)′𝑛𝑛
𝑖𝑖,𝑗𝑗=1 . (6) 

Here, 𝑛𝑛 is the number of measurement data set, 𝑥𝑥𝑖𝑖 is 
the independent variables of the data set 𝑖𝑖 and  

𝑤𝑤𝑖𝑖 = 1− 𝑖𝑖
𝑙𝑙+1 (7) 

are linear decaying weights with the bandwidth 𝑙𝑙 used 
to compensate the influence of an autocorrelation over 
𝑙𝑙 lags  [4]. Thus, all weights beyond 𝑙𝑙 are set to zero. 

2.4 Determining the EER uncertainty 

The standard deviation of EER can be derived by 
means of error propagation from 𝜮𝜮𝜽𝜽� as follows: 

𝜎𝜎�EER�𝜽𝜽�,𝒗𝒗,𝒑𝒑𝐢𝐢𝐢𝐢,𝐨𝐨𝐨𝐨𝐨𝐨,𝜮𝜮𝜽𝜽�� = �𝜕𝜕EER
𝜕𝜕𝜽𝜽

�
𝜽𝜽=𝜽𝜽�

⋅ 𝚺𝚺𝜽𝜽� ⋅
𝜕𝜕EER
𝜕𝜕𝜽𝜽

�
𝜽𝜽=𝜽𝜽�

′
 . (8) 

The uncertainty of EER  with a (1 − α)  confidence 
level is obtained on the assumption of a t-distribution: 

𝑈𝑈EER�𝜽𝜽�,𝒗𝒗, 𝒑𝒑𝐢𝐢𝐢𝐢,𝐨𝐨𝐨𝐨𝐨𝐨,𝜮𝜮𝜽𝜽�� = EER ± 𝑡𝑡1−𝛼𝛼2
⋅ 𝜎𝜎�EER  

= EER ± 𝛿𝛿
2

.  (9) 
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2.5 Validation criteria based on EER uncertainty 

To assess the model validity, the determined 
EER�𝜽𝜽�,𝒗𝒗,𝒑𝒑𝐢𝐢𝐢𝐢,𝐨𝐨𝐨𝐨𝐨𝐨� and 𝑈𝑈EER�𝜽𝜽�,𝒗𝒗,𝒑𝒑𝐢𝐢𝐢𝐢,𝐨𝐨𝐨𝐨𝐨𝐨,𝜮𝜮𝜽𝜽�� are first 
extrapolated over the complete OPR of the energy 
conversion unit. Hence, a basic prerequisite of the used 
model structure is the ability to adequately represent the 
behaviour of the energy conversion unit over this range. 
Afterwards, the following two criteria are examined: 

The first criterion evaluates 𝑈𝑈EER  regarding 
consistency based on logically defined limits (e.g. Carnot 
efficiency)  

EERmin(𝒗𝒗, �̇�𝑄) ≤ 𝑈𝑈EER ≤ EERmax(𝒗𝒗, �̇�𝑄).  (10) 
This is particularly advantageous for black box models, as 
their parameters do not enable consistency checks.  

The second criterion reviews whether the relative 
uncertainty does not exceed a selected limit (e.g. 10 %)  

𝛿𝛿
2⋅EER

≤ 𝑈𝑈max. (11) 

If both criteria are met, the model will be assumed as 
valid. A two-dimensional example of the presented 
approach with one exogenous input signal is illustrated 
in Fig. 1.  

3. CASE STUDY 

3.1 Experimental setup 

3.1.1 Description of used data sets and models 

The validation method presented in the previous 
section was evaluated using 22 months of measured 
operational data of an air-cooled compression chiller 
installed in a business facility in Berlin Adlershof. During 
this period the supervisory controller was still rule based. 

The EER of a chiller, known as the coefficient of 
performance (COP), is the ratio of evaporator cooling 
capacity �̇�𝑄  to the electrical input power of the 
compressor 𝑃𝑃 . In order to describe the compression 

chiller, the universal Gordon-Ng model (GNU) (12), its 
simplified empirical version (GNS) (13) and a self-derived 
multivariate polynomial model (MP) (14) were selected 
[5]. While the GNU model is a grey-box model with 
physically interpretable parameters, the other two are 
black-box models and linear regarding 𝑃𝑃 and �̇�𝑄, which 
are often optimization variables of an MPC. 
𝑇𝑇e�1+

1
COP�

𝑇𝑇c
− 1 = 𝜃𝜃1

𝑇𝑇e
�̇�𝑄

+ 𝜃𝜃2
𝑇𝑇c−Te
𝑇𝑇c�̇�𝑄

+ 𝜃𝜃3
�̇�𝑄�1+ 1

COP�

𝑇𝑇c
 (12) 

1
COP

= −1 + 𝑇𝑇c
𝑇𝑇e

+ 1
�̇�𝑄
�−𝜃𝜃1 + 𝜃𝜃2𝑇𝑇c − 𝜃𝜃3

𝑇𝑇c
𝑇𝑇e
� (13) 

1
COP

= 𝜃𝜃1 + 𝜃𝜃2𝑇𝑇e + 𝜃𝜃3𝑇𝑇c + 𝜃𝜃4
𝑇𝑇c
𝑇𝑇e

+ 𝜃𝜃5𝑇𝑇e2 + 𝜃𝜃6𝑇𝑇c2  

+ 1
�̇�𝑄
�𝜃𝜃7 + 𝜃𝜃8𝑇𝑇c + 𝜃𝜃9

𝑇𝑇c
𝑇𝑇e
� (14) 

𝑇𝑇e  is here the water outlet temperature of the 
evaporator and 𝑇𝑇c  the inlet temperature of the 
condenser. In this case study, 𝑇𝑇c  is assumed to equal 
the ambient temperature since the chiller is air-cooled. 

During data preparation, the sections with sensor 
errors and the days with the chiller being switched off 
were first removed from the data. Afterwards a finite 
impulse response low pass filter was used to obtain a 
stationary behaviour. 

3.1.2 Test procedure 

The following test procedure was used to assess the 
robustness of the presented validation method: 
Step 1: Identification of the GNU, GNS and MP model 

with an increasing set of training data, until the 
validation criterion is fulfilled 

Step 2: Assessment of the model quality using the 
remaining measurement as test data and the 
coefficient of variation (CV) of the identified 
COP� : 

CV = 1
COP�������

1
𝑛𝑛
∑ �COP� 𝑖𝑖 − COP𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1 = RMSECOP

COP������  (15) 

In order to obtain a variety of test instances, Steps 1 
and 2 were repeated continuously with the start date 
increased by one (see Fig. 2). The used parameters of the 

 
Fig. 2: Test procedure for each validation method. The 
initiating date of the identification increases for each test 
instance s ∈ [1,222] by one day. 

 
Fig. 1: Example of the two validation criteria with one 
exogenous input 𝑣𝑣1. If 𝑈𝑈EER is within logically defined limits  
[EERmin, EERmax]  and the relativ uncertainty � 𝛿𝛿

2⋅EER� is 
smaller than a select limit, the model is assumed as valid. 

days of  
performance data  

𝑡𝑡init, s (initiating date of identification for test instance s)  

check validation 
criterion 

𝑡𝑡ident, s  
(days needed till validation criterion was fullfilled) 

days used as  
test data 

days used as  
training data 

Legend: 



 4 Copyright © 2019 ICAE 

validation criterion are listed in detail in Table 1. The limit 
for the validation criterion COPmax  was defined as  
200 % of the nominal COP . The bandwidth of the 
estimator was calculated according to the 
recommendation of Newey and West [3]. 

To assess the presented method further, the test 
procedure was also applied to two conventional 
validation methods based on model accuracy. These 
methods assume the model as valid if:  
(a) CV of the COP < 5 % 
(b) average CV of 2-fold cross-validation < 5 % 

3.2  Results and discussion 

 As shown in Figure 3, only the presented validation 
method based on a consistency and uncertainty analysis 
ensured a robust model validation.  

In several test instances, the conventional validation 
methods have classified the model prematurely and 
incorrectly as valid. This led especially for the GNS and 
MP model to outliers with a high model deviation. 
However, even the grey-box GNU model could not be 
validated robustly with the methods based on model 
accuracy. Early use of these faulty models in an MPC 
application significantly deteriorates the control 
performance and can even cause errors.  

 Consequently, the additional amount of used 
training data by the validation approach based on 
uncertainty was needed in order to obtain a better 

model for the OPR. To shorten the identification time in 
practice, one can also use a limited OPR based on the 
predicted value ranges of the exogenous inputs of the 
near future. However, in this case, continuous 
identification and validation is inevitable while adjusting 
the respective current OPR. 

The presented validation approach in this paper 
ensured a robust validation without additional manual 
review. In the future it will also be evaluated for other 
energy conversion units and tested in combination with 
an MPC. 
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Fig 3 Required days of training data until the validation criteria were fullfilled and comparison of the CV value for the as valid assumed 
models for test data. Only the presented validation approach based on uncertainty and consistency ensured a robust validation, since 
there are no significant outliers of the CV value. 

Table 1 Experimental Setup 
Chiller Type Trane RTAC 170 
days of performance data  222 
 �̇�𝑄 (kW) [80, 535] 
OPR: 𝑇𝑇c (°C) [-5, 35] 
 𝑇𝑇e (°C) [-6, -4] 
COPmin/ COPmax  0/6 
𝑈𝑈max  15 % 
(1 − α) 95 % 

 


