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ABSTRACT 
 As energy and environmental issues become more 

and more serious, we need to further improve the overall 
energy efficiency of modern cities. The operation of the 
urban energy system is affected by the characteristics of 
human social behavior, which increases the complexity 
of the problem. Therefore, cities must find how to 
conduct a comprehensive analysis of the energy use 
behavior of social residents from the perspective of 
smart cities and energy Internet, and then carry out 
effective guidance and management, assist the 
transformation and upgrading of the urban energy 
system, reasonable planning, and realize the 
improvement of urban comprehensive energy efficiency, 
cleanliness, and low carbon. The social-physical behavior 
model of residents formed by the corresponding 
population mobility attributes and energy attributes can 
reflect economic conditions and the behavior habits of 
various groups, thereby assisting the investment 
decision-making of urban infrastructure construction, 
and providing a basis for urban and power grid planning. 

Keywords: smart cities, urban energy system, social-
physical model, population mobility attributes, energy 
efficiency, correlation analysis, urban and power grid 
planning, urban infrastructure construction 
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power load 
number of customers 
ratio of low consumption people 
ratio of medium consumption people 
ratio of high consumption people 
percentage of female 
percentage of male 
people less than 18/total population 
people of 18-30/total population 
people of 31-45/total population 
people of 46-60/total population 
people over 60/total population 

1. INTRODUCTION
The content of this chapter mainly includes using 

population movement data as a predictor variable to 
estimate the power load of the corresponding 
substation, and on this basis, considering the potential 
impact of the population data of the neighboring area of 
the typical area on the prediction results. 

In urban areas, as the social population distribution 
becomes more obvious, it is more appropriate to use 
social population distribution data for consumer 
electricity consumption research such as using a 
stepwise selection method to study the influencing 
factors of population clustering characteristics on 
residents' electricity consumption [1]. However, more 
existing research focuses on how to mine consumers' 
social demographic information from the existing 
massive smart meter data and does not involve the 
impact of population flow characteristics on changes in 
power load. 
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Furthermore, in recent years, the topic of energy 
internet, and smart cities has attracted numerous 
scholars and people in industries [2]. The research and 
application have focused on multi-energy management 
systems, Urban Internet of Things technology, and smart 
building system construction [3]. 

By combining the residential mobile phone big data 
provided by the China Mobile Big Data Center and the 
substation power compliance data, the prediction of the 
power load of the substation based on the population 
movement data is carried out, reflecting the value of the 
integration of mobile data and power data. The article is 
based on the data with "user tags" provided by China 
Mobile, which indicates the basic structure of the 
demographic data of this project and deepens the 
understanding of the "blocks" mentioned in the follow-
up research. Population data used for this article are 
statistics based on the unit of "block", and the division of 
the block is based on the power supply range of the 
substations in Zhuhai City and the administrative area of 
Zhuhai City. In addition, the power load data of each 
block during 2018 and 2021 is available for establishing a 
prediction model.  

2. CLASSIFICTAION OF REGIONS BASED ON THE 
SOCIO-DEMOGRAPHIC DATA 

2.1 K-means clustering  

The k-means clustering algorithm is an iterative 
solution clustering analysis algorithm [4], which is 
also illustrated in graph 1. Specifically, it can be 
described as: the known observation set 
(𝑥!, 𝑥", 𝑥#, …,	𝑥$), where each observation is a d-
dimensional real vector, k-means clustering must 
divide these n observations into k sets (k≤n), so 
that the sum of squares within the group (WCSS 
within-cluster sum of squares) is the smallest. In 
other words, its goal is to find the cluster 𝑺%  that 
satisfies the following formula: 

𝑎𝑟𝑔min
𝑺
. .‖𝒙− 𝝁%‖"

'()!
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Among them, 𝝁%  is the mean value of all points in 
𝑺%. 

 
Graph 1. k-means algorithms 

 The steps of k-means algorithms are: 

1. Select k initial clustering samples as the 
initial cluster centers 𝑎 = 𝑎!, 𝑎", … , 𝑎*; 

2. For each sample 𝑥%in the data set, calculate 
its distance to the k cluster centers and 
assign them to the cluster corresponding to 
the cluster center with the smallest 
distance; 

3. For each category 𝑎,, recalculate its cluster 
center 𝑎, =

!
|."|

∑ 𝒙'∈."  (that is, the 

centroid of all samples belonging to the 
category); 

4. Repeat the above two steps 2 and 3 until a 
certain stopping condition is reached 
(number of iterations, minimum error 
change, etc.) 

Based on k-means clustering and characteristics of 
each group, four typical types of regions are defined, 
which are industrial areas, mixed commercial and 
residential areas, traffic hotspots, and residential areas.  

2.2 Correlation coefficient analysis 

In statistics, the Pearson correlation coefficient, also 
known as Pearson product-moment correlation 
coefficient [5] (Pearson product-moment correlation 
coefficient, referred to as PPMCC or PCCs), is used to 
measure two variables The correlation between X and Y 
(linear correlation), whose value is between -1 and 1. The 
Pearson correlation coefficient between two variables is 

(a) (b)

(c) (d)
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defined as the quotient of the covariance and standard 
deviation between the two variables: 

𝜌0,2 =
𝑐𝑜𝑣(𝑋, 𝑌)
𝜎0𝜎2

=
𝐸[(𝑋 − 𝜇0)(𝑌 − 𝜇2)]

𝜎0𝜎2
. 

In general, people think that the coefficient 
between 0.8-1.0 represents an extremely strong 
correlation, 0.6-0.8 shows a strong correlation, 0.4-0.6 
represents a moderate correlation, 0.2-0.4 signs a weak 
correlation, and 0.0-0.2 means a very weak correlation 
or no correlation. 

2.3 Identification of the types of regional residents 
based on the social-demographic curve 

The first step is to excavate the 24-hour population 
curve of 60 plots in Zhuhai City based on the k-means 
clustering method, then select four types of typical 
blocks through the selection of typical buildings on the 
map: industrial areas, commercial and residential areas, 
residential areas, and traffic hotspots areas. Then, all 
blocks in Zhuhai city are classified by the Pearson 
correlation coefficient on the basis of population data 
and residents’ attributes, which further support power 
grid planning. 

Considering the incompleteness of the 
corresponding relationship between the current 
substations and population blocks, the selected blocks 
and substations correspond to the four blocks that are 
relatively clear and have typical functional characteristics 
as model samples. According to the four different block 
functions (industrial areas, mixed commercial and 
residential areas, traffic hotspots, and residential areas), 
four prediction models were output and their accuracy 
was verified. On the basis of the discrimination results of 
the types of regional residents based on the socio-
demographic curves, the Gaoxin substation and its 
corresponding No.28 block, the Hongshan substation 
and its corresponding No.42 block, and the Kouan 
substation and its corresponding blocks were finally 
selected. Block No.50 is used as a model sample of a 
typical industrial park, a typical mixed commercial and 
residential area, and a typical traffic hotspot. Because 
the Beishan substation corresponding to the No.23 block 
as a typical residential block, which may have a certain 
impact on the construction of the prediction model, so 
the No. 49 block with the highest correlation with the No. 
23 block and the Gongbei substation corresponding to 
this block are selected as the model samples of the 
typical residential area. Part of the classification results 
is shown below: 

 
Table 1. Part of the typical region types classification 

results 

3. POWER LOAD FORECASTING BASED ON 
POPULATION MOVEMENT DATA 

3.1 Data processing 

The data used to train the regression model is the 
data of real-time passenger flow in No.28, No.42, No.49, 
and No.50 blocks in January and March 2019, as well as 
the power load data of Gaoxin substation, Hongshan 
substation, Gongbei substation, and kouan substation. In 
terms of testing, we use the real-time passenger flow 
data of No.28, No.42, No.49, and No.50 blocks in January 
and March 2020 from Zhuhai Mobile, as well as the 
power load data of Gaoxin substation, Hongshan 
substation, Gongbei substation, and kouan substation. 
𝑀𝑆𝐸  and 𝑅"  of models are used as model 
measurement indicators to compare and analyze the 
prediction models. The specific formula of MSE is: 

𝑀𝑆𝐸 = !
3
∑ (𝑦% − 𝑦4E)"3
%+!                                               

where y is test set data. Comparing MSE compares the 
models by comparing the average distance between the 
points in the test data set and the model. The smaller the 
value, the more accurate the model. The formula of 𝑅" 
is 𝑅" = 1 − ))#$%"&'()

))*+*()
, which represents the proportion 

of all the dependent variables that can be explained by 
the independent variables through the regression 
relationship, where 𝑆𝑆567%89:;  is the residual sum of 
squares and 𝑆𝑆<=<:;  is the total sum of squares. The 
larger the 𝑅", the higher the accuracy of the model. 

Data preprocessing [6] refers to dealing with data 
before the actual processing, that is, the necessary 
processing such as auditing, screening, and sorting 
before the collected data is classified or grouped. The 
data in real world is generally incomplete, inconsistent, 
and dirty data, which is hard to be mined, or the mining 
results are not satisfactory. Before constructing the 
forecasting model, pre-processing of data is needed, 
which is to convert power load data in the unit of every 
minute into power load data in the unit of the hour, to 
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make to consistent with population data. At the same 
time, the missing data is deleted, and the model is 
constructed with effective one-to-one correspondence 
of load data and population data sets. 

3.2 Correlation analysis of power load and population 
data attributes  

Correlation coefficients of power load and 
population data attributes are calculated. 

 In Gaoxin substation, the power load is positively 
correlated to number of customers, ratio of high 
consumption people, percentage of female, ratio of 
people between 31 and  45 to total population, but 
negatively correlated to ratio of low consumption 
people, ratio of medium consumption people, 
percentage of male, ratio of people less than 18 to total 
population, ratio of people between 18 and 30 to total 
population, ratio of people between 31 and 45 to total 
population, ratio of people between 46 and 60 to total 
population.  

In Hongshan substation, the power load is positively 
correlated to number of customers, ratio of low 
consumption people, ratio of medium consumption 
people, percentage of female, ratio of people less than 
18 to total population, ratio of people between 18 and 
30 to total population, ratio of people over 60 to total 
population, but negatively correlated to ratio of high 
consumption people, percentage of male, ratio of people 
between 31 and 45 to total population, ratio of people 
between 46 and 60 to total population. 

In Gongbei substation, the power load is positively 
correlated to ratio of low consumption people, ratio of 
people between 31 and 45 to total population, ratio of 
people between 46 and 60 to total population, ratio of 
people over 60 to total population, but negatively 
correlated to number of customers, ratio of medium 
consumption people, ratio of high consumption people,  
percentage of female, ratio of people less than 18 to total 
population, ratio of people between 18 and 30 to total 
population. 

In Kouan substation, the power load is positively 
correlated to number of customers, ratio of high 
consumption people, percentage of female, ratio of 
people between 18 and 30 to total population, ratio of 
people between 31 and 45 to total population, ratio of 
people between 46 and 60 to total population, but 
negatively correlated to ratio of low consumption 
people, ratio of medium consumption people, 

percentage of male, ratio of people less than 18 to total 
population, ratio of people over 60 to total population. 

3.3 Regression modelling 

The regression model is a predictive modeling 
technique, mainly used to study the relationship 
between the dependent variable (target) and 
independent variable (predictor). This technique is 
usually applied to predictive analysis and to discover 
causal relationships between variables [7]. 

This chapter will deal with linear regression and 
nonlinear regression. Linear regression uses the best 
fitting straight line (that is, the regression line) to 
establish a relationship between the dependent variable 
(Y) and one or more independent variables (X). The 
equation of linear regression is as follows: 

𝑌 = 𝑎 + 𝑏 ∙ 𝑋 + 𝑒 

Where a represents the intercept, b represents the 
slope of the line, and e is the error term. This equation 
can predict the value of the target variable based on the 
given predictor variable (X). 

Non-linear regression is a regression in which the 
regression function has a non-linear structure with 
respect to the unknown regression coefficients. In 
regression analysis, it is often encountered that the 
relationship between variables is not linear, but a certain 
non-linear relationship. The variables in this data set 
basically conform to linear relationships, so this chapter 
mainly focuses on the construction and analysis of linear 
regression models. In the subsequent model fitting and 
model performance comparison, nonlinear models will 
be considered at the same time.  

The steps of linear regression in this paper are 
summarized as below: 

i. Make a scatter plot between each independent 
variable and the dependent variable, then observe the 
trend between the variables. Then focus on observing 
the scatter plot from the following three aspects to 
obtain key information: one is to judge whether there is 
a clue trend; the other is to judge whether the 
correlation is linear or curvilinear; the third is to observe 
whether there is a strong influence point that deviates 
from the trend. 

ii. By observing the distribution of the data, judge the 
normality of the variable and judge whether the value of 
the independent variable is extreme. 
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iii. After screening the independent variables, a 
linear regression model is initially constructed. 

iv. Use Residual error analysis to determine whether 
the residuals are independent and whether the residual 
distribution is normal. Then determine whether there is 
an influence point, and whether there is 
multicollinearity. Based on this, judge whether a 
nonlinear regression model is a better choice, and then 
fit a more appropriate model by using higher-order 
terms or logarithmic forms of the variables through, for 
example, the transformation of variables. 

3.4 Results  

The dependent variable in the models is power load, 

while all population attributes are independent 
variables. Regression models for four typical types of 
blocks are performed, and the best prediction model for 
each block is selected based on comparison of 𝑀𝑆𝐸 
and 𝑅".  

𝑅",	 the coefficient of determination, is the 
proportion of the variation in the dependent variable 
that is predictable from the independent variable(s). It 
provides a measure of how well observed outcomes are 
replicated by the model. In general, the higher the R-
squared, the better the model fits your data. 𝑀𝑆𝐸, the 
mean squared error indicates the average squared 
difference between the estimated values and the actual 
value. It is used to measure the quality of the estimator. 

An interesting finding is that, for some models, 
including cubic terms improves the model fitting. A 
plausible explanation is that the previous model may not 
have enough model complexity. Including multiple terms 
(multiple model special cases) increases the complexity 
of the model and better fits the model. Take the 
Hongshan substation as an example. Based on power 
load data and population movement data in March of the 
Honshan substation, the prediction is shown below:   
𝑙~𝑛 + 𝑐! + 𝑐" +𝑚 + 𝑓 + 𝑎# + 𝑎$ + 𝑎% + 𝑎& + 𝑎' 

where R" = 	0.4487,MSE = 929.0284. 

From the scatter plots of the variables, it seems that 
𝑐;  is highly correlated with other variables in this model, 
so quadratic and cubic terms of 𝑐;  are considered: 

𝑙~𝑛 + 𝑐! + 𝑐" +𝑚 + 𝑓 + 𝑎# + 𝑎$ + 𝑎% + 𝑎& + 𝑎' + (𝑐!)$
+ (𝑐!)% 

where 𝑅$ = 	0.7209,𝑀𝑆𝐸 = 709.4715. 

It shows that the inclusion of cubic terms at this time 
improves the model fit. The explanation is that the 

previous model may not have enough model complexity. 
Including multiple terms increases the complexity of the 
model and better fits the model. 

3.5 Discussion 

The selection of data can affect the accuracy of 
prediction model. We will explore the impact of the 
following three situations on the accuracy of the four 
typical block prediction models:  

1)  Only the population data (from Zhuhai Mobile 
Company) and power load data of the four typical blocks 
in February 2019 is used as training data, while 
population data (from Zhuhai Mobile) and power load 
data in March 2019 are used for testing to analyze and 
select the prediction model.  

2) Only the population data (from Zhuhai Mobile 
Company) and power load data of the four typical blocks 
in April 2019 is used as training data, while population 
data (from Zhuhai Mobile) and power load data in March 
2019 are used for testing to analyze and select the 
prediction model.   

3) Combine population data (from Zhuhai Mobile 
Company) and power load data of the four typical blocks 
in April 2019 and population data (from Zhuhai Mobile 
Company) and power load data of the four typical blocks 
in February 2019 to train models, while population data 
(from Zhuhai Mobile) and power load data in March 2019 
are used for testing to analyze and select the prediction 
model. The analysis of four different typical blocks was 
performed. 

  Take the typical traffic hotspots area (No.50 block) 
where the Kouan substation located in, as an example. 

In scenario 1), the prediction model is: 
𝑙~𝑛 + 𝑐; + 𝑐3 + 𝑓 + 𝑎! + 𝑎" ++𝑎> 

where 𝑅" = 0.8541,	 𝑀𝑆𝐸 = 	4.6173	
In scenario 2), the prediction model is: 

𝑙~𝑛 + 𝑐; + 𝑓 +𝑚 + 𝑎! + 𝑎" + 𝑎# + 𝑎> 
where 𝑅" = 0.7699,	 𝑀𝑆𝐸 = 	8.1162	

In scenario 3), the prediction model is: 
𝑙~𝑛 + 𝑐; + 𝑐3 +𝑚 + 𝑎! + 𝑎" + 𝑎# + 𝑎> 

where 𝑅" = 0.8822,	 𝑀𝑆𝐸 = 	2.1529	
This paper uses	𝑅"  and 𝑀𝑆𝐸  for evaluation and 

validation. From the above results, it can be found that 
in the March 2019 load forecast of the port substation, 
the training data was more accurate in February of the 
same year, and the model obtained by combining the 
February and April data as the training data performed 
relatively best. 
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3.6 Conclusion 

For most blocks and substations, multiple linear 
regression can better fit the prediction model, but for 
some specific blocks such as high-tech substations, 
including multiple items (special cases of multiple 
models) can improve the model fit and improve the 
accuracy of the model The possible reason is that the 
complexity of the previous model is not enough, and the 
complexity of the model is improved by including 
multiple items, so as to better fit the model. It is possible 
to initially verify the feasibility of optimizing the 
performance of the model by introducing high-order 
terms of variables for specific blocks and substations. 
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