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ABSTRACT 

The importance of renewable energy sources 
like solar energy in reducing carbon emissions and other 
greenhouse gases has contributed to an increase in grid 
integration. However, the intermittent nature of solar 
power causes reliability issues and a loss of energy 
balance in the system, which are barriers to solar energy 
penetration. This study proposes a unique three-step 
approach that identifies weather parameters with 
moderate to strong correlation to solar radiation and 
uses them to predict solar energy generation. The 
combination of an on-site weather station and a reliable 
local weather station produces relevant data that 
increases the accuracy of the forecasting model 
irrespective of the machine learning algorithm used. This 
data source combination is tested, along with two other 
scenarios, using the exponential Gaussian Process 
Regression machine learning algorithm in MATLAB. It 
was found to be the most effective algorithm with a 
Normalized Root Mean Square Error of 1.1922, and an R2 
value of 0.66.  

Keywords: renewable energy sources, variable 
renewable energy, machine learning, solar energy 
forecasting, Gaussian Process Regression 

NONMENCLATURE 

Abbreviations 

GPR 
NWP 
PV 
RE 
RES 
RMSE 

Gaussian Process Regression 
Numerical Weather Predictions 
Photovoltaic 
Renewable Energy  
Renewable Energy Sources 
Root Mean Square Error 

NRMSE 
VRE 

Normalized Root Mean Square Error 
Variable Renewable Energy 

1. INTRODUCTION
While the influx of renewable energy (RE) 

technologies has provided both off-grid and on-grid 
capabilities for power generation, the intermittent and 
variable nature of renewable resources poses a 
challenge for grid operators in terms of forecasting and 
meeting load demands as energy generated does not 
always coincide with consumption. As penetration levels 
increase, utility operators and prosumers must balance 
supply and energy demand to maintain a reliable system. 
Grid integration is the practice of developing efficient 
and cost-effective ways of incorporating variable 
renewable energy (VRE) into the power system while 
maintaining or increasing system stability and reliability 
[1].  

Renewable energy sources (RES) like solar and 
wind are relatively infinite in supply, have wide 
adaptations and are increasingly being deployed to 
satisfy energy demand. The ability to integrate solar into 
the grid will depend on the capacity to predict or forecast 
generation accurately [2]. Improved generation 
forecasting is critical to effective grid integration and 
planning [3].  

Solar forecasting is the process of predicting future 
solar irradiance or solar power generated from historical 
and/or present meteorological observations [4]. These 
observations can be provided by on-site weather 
stations, local/regional weather stations, remote sensing 
(satellite imaging), to name a few. 

There are largely four broad considerations to make 
in deciding a solar forecasting approach. These are the 
source and type of input data, mapping of the input data 
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or the forecasting architecture, the forecasting 
methodology, and the predicted outcome. 

Weather data types are classified into forecast or 
historical and different weather stations provide one or 
the other and sometimes both. Apart from this 
classification, the source of the weather data is equally 
critical. Local, regional, and global weather data though 
interdependent, provide differing levels of accuracy. 
Majority of the studies reviewed get their weather data 
from either local or regional weather stations. While this 
data can be relatively accurate, they may not capture 
local conditions unique to that specific site. This weather 
data can be further refined by the presence of an on-site 
weather station [5]. This paper proposes using both a 
local weather station and an on-site weather station to 
increase the accuracy of the prediction model. 

The forecasting architecture characterizes the 
mapping between input variables (meteorological 
observations) and output variables [4] which in our case 
refers to the mapping of the input weather data to the 
predicted solar power. Several forecasting architectures 
currently exist. This paper proposes a unique three-step 
approach that identifies weather parameters from both 
an on-site and a local weather station, with moderate to 
strong correlations to solar irradiation, and uses them 
along with the historical Photovoltaic (PV) output data as 
inputs into the machine learning algorithm to predict 
solar power generated. The logic is that the more 
relevant data included in the forecasting model, the 
better the accuracy. Figure 1 shows a graphical 
illustration of this unique three-step forecasting 
architecture. 

Solar forecasting methods are divided into physical 
methods and statistical (or non-physical) methods. 
Physical methods use weather parameters like 
temperature, humidity, pressure, etc. from a specific 
region as inputs into numerical weather prediction 
(NWP) models to predict weather conditions like solar 
irradiation [6]. The Regression Learner App in the 
machine learning toolbox in MATLAB was used to train 
several models. The exponential Gaussian Process 
Regression (GPR) model produced the lowest Root Mean 
Square Error (RMSE) in all the scenarios tested. 

This study contributes to research in the following 
ways: 

 This study proposes a novel approach that
combines relevant weather data from two
dependable data sources as predictors to
improve solar power prediction.

 The importance of relevant data to a forecasting
problem.

 The proposed forecasting approach can be
adapted to other RE sources that use weather for
predictions for example wind and tidal.

2. MATERIAL AND METHODS
This section describes the data and method used to

develop the forecasting model. Section 2.1 describes the 
data source and type. Section 2.2 briefly explains the 
correlation coefficient and matrix used to determine the 
most relevant weather parameters. Section 2.3 
highlights NRMSE as a tool in selecting the most accurate 
model. Section 2.4 highlights the use of the Regression 
Learner App in MATLAB and the choice of the machine 
learning algorithm used to determine the predicted 
outcomes. 

2.1 Data Source and Type 

The source of the data used is critical to the 
performance of a model [7] and the more relevant data 
available, the better the prediction. With regards to data 
type, some studies pair the solar energy produced from 
solar panels with either exclusively historically observed 
data [8–18] or forecast data [19–22]. Others use only the 
historical PV output data [23,24]. Recall that the on-site 
weather station can capture local conditions that affect 
the weather that are not reflected in local or regional 
weather data. It is important to note that for the studies 
that used an on-site weather station [25–30], none of 
them combined the on-site data with data from a 
dependable local weather station; an approach this 
paper proposes. 

In this study, nine weather parameters, including 
solar irradiation, were recorded every fifteen minutes by 
the Kisanhub weather station (KH075) 
(www.livinglab.ac.uk/data.html) located on site in 
Cranfield University. A power meter records half-hourly 
energy supply data 
(https://cranfield.energymanagerlive.com/) from the 
1 MW solar farm located in the airfield of the Cranfield 
University airport. Data for twelve weather parameters 
was also provided on request, by The Metrological Office 
for Bedford, U.K which is the closest station to Cranfield. 
Hourly data points were collated for January to 
December 2019 across the two weather stations and the 
PV meter data. Days with non-available data were 
deleted from the data set. 70% of the data points were 
used to train the model while 30% were used for testing. 
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2.2 Data Comparison 

The correlation function in the data analysis tool 
pack of excel calculates the Pearson Coefficient between 
more than two measurement variables with N number of 
subjects and displays the output in a correlation matrix 
[31]. The Pearson Correlation Coefficient formula [32] is 
given by: 

 𝑟 =
∑(𝑥 − 𝑥̅)(𝑦 − 𝑦̅)

√∑(𝑥 − 𝑥̅)2 ∑(𝑦 − 𝑦̅)2
 (1) 

2.3 Model Comparison 

Though the Regression Learner App selects the best 
model based on RMSE, the NRMSE is a better measure of 
the performance of the model irrespective of the model 
type or data set used. The NRMSE formula [33] is given 
by: 

 𝑁𝑅𝑀𝑆𝐸 =
√1

𝑁
∑ (x̂𝑖 − 𝑥𝑖)2𝑁

𝑖=1

1
𝑁
∑ 𝑥𝑖

𝑁
𝑖=1

 (2) 

2.4 MATLAB: Regression Learner App 

After the data has been cleaned, the data is trained 
using nineteen different regression models using the PV 
energy supplied by the 1 MW solar farm as the 
“response” and the correlated weather data as the 
“predictors”. The app selects the best prediction model 
based on the lowest RMSE value which in this case was 
the exponential GPR model. 

3. THEORY/CALCULATIONS
Local weather station may capture relevant weather

parameters to solar radiation that an on-site weather 
station may not capture and vice versa hence the 
reasoning in using both. This section puts forth a premise 
for the above statement. Section 3.1 describes the 
unique three-step forecasting architecture used to map 
input data to energy supply. Section 3.2 highlights a case 
study of three scenarios to test the effectiveness of the 
forecasting architecture. 

3.1 Forecasting Architecture 

[7] uses a three-step approach using an auxiliary
model for the first step and a main model for the second. 
The auxiliary model is used to determine correlations 
between parameters in the forecast data and identified 
auxiliary variables in the weather data and outputs the 
result into the main model. The main model then uses 
the output result to predict the energy generated. The 
result is an overall increase in the accuracy of the 
forecasting model. Another approach is proposed by [34] 
where the observed data are used to adjust the forecast 
data rather than identifying auxiliary variables. 

In the first step of this paper’s unique approach, the 
correlation matrix of the nine weather parameters 
(inclusive of solar radiation) recorded by the on-site 
weather station in Cranfield is determined with respect 
to the solar radiation because solar radiation remains the 
most important predictor of energy supply generated. In 
the second step, the correlation matrix is determined 
with respect to the same solar radiation from the 
previous step, for twelve weather parameters recorded 
by the Bedford station. In the third and final step, the 
weather parameters from the two weather stations with 

WEATHER
PARAMETERS

FROM ON-SITE
WEATHER STATION

WEATHER
PARAMETERS
FROM LOCAL

WEATHER STATION

CORRELATION MATRIX
Coefficient = > 0.4
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TO SOLAR RADIATION
FORECASTING MODEL PREDICTED

PV ENERGY

PREDICTORS

STEP 1 STEP 2 STEP 3

CORRELATION MATRIX
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HISTORICAL
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Fig. 1. Three-step forecasting architecture 
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moderate to strong correlations (> 0.4) are filtered out as 
predictors for the forecasting model. These along with 
the response, which is the solar energy generated as 
recorded by the PV meter, are inputs into the machine 
learning program. 

3.2 Case Study 

To test the performance of the forecasting 
architecture, three different scenarios are studied and 
compared. 

a. Scenario 1: The correlated data of the on-site
Cranfield weather station alone.

b. Scenario 2: The correlated data of the Bedford
weather station alone.

c. Scenario 3: A combination of the correlated data
of both the on-site Cranfield weather station and
the Bedford weather station are used.

4. RESULTS AND DISCUSSION
This section presents the results of the methods and

case study highlighted in the previous sections. Section 
4.1 presents the result of the correlation matrix of the 
weather parameters recorded on-site. Section 4.2 
presents the correlation matrix of the weather 
parameters recorded by the Bedford weather station. 
Section 4.3 highlights the most accurate prediction 
model based on NRMSE and the R square values across 
the three case scenarios highlighted above. It also shows 
an example of the performance of the model in a next 
day prediction. 

4.1 Correlation Matrix of the Cranfield On-Site Station 

Solar 
Radiation 

Solar Radiation 1 

Wind Speed 0.176545495 
Relative 
Humidity -0.60135733

Pressure 0.144238691

Precipitation -0.071483573

Dew Point 0.265970205

Heat Index 0.505402924

Temperature 0.518615159

Wind Chill 0.499023585

Table 1. Correlation matrix of weather parameters in Cranfield 

4.2 Correlation Matrix of Bedford Weather Station 

Solar 
Radiation 

Solar Radiation 1 
Hourly Pressure at Mean Sea Level 
(hPa) 0.124996778 

Hourly Dewpoint Temperature (°C) 0.248986632 

Hourly Rainfall Total (mm) -0.084914974

Hourly Relative Humidity (%) -0.624109028

Hourly Mean Wind Direction (o) -0.032743693

Hourly Mean Windspeed (knots) 0.140534017

Hourly Maximum Gust (knots) 0.186917781

Hourly Temperature (°C) 0.54943909

Hourly Wet Bulb Temperature (°C) 0.441551628

Hourly Global Radiation (kJ/m2) 0.932498311

Hourly Total Cloud Cover (oktas) -0.144885133

Hourly Visibility (metre) 0.183733904

Table 2. Correlation matrix of weather parameters in Bedford 

4.3 Performance of Forecasting Architecture and Model 

Exponential GPR was selected as the best 
performing of all the regression models based on having 
the lowest NRMSE in each of the three scenarios. Table 3 
shows the comparison of the 3 scenarios, with the 
proposed forecasting architecture highlighted in 
Scenario 3. 

Train Test 

Scenario NRMSE R2 NRMSE R2 

Scenario 1 0.0057 1.00 1.4842 0.47 

Scenario 2 0.0113 1.00 1.2308 0.64 

Scenario 3 0.0006 1.00 1.1922 0.66 

Table 3. Performance comparison of three-step forecasting 
architecture 
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5. CONCLUSION
It is clear to see from the results that the three-step

forecasting architecture used in mapping correlated 
weather data from both an on-site weather station and 
a nearby local weather station, referred to as scenario 3 
in this study, outperforms the other scenarios. In both 
the training and testing phases, scenario 3 has the lowest 
NRMSE and highest R2 values of all the scenarios. 
Combining useful data from an on-site weather station 
and a dependable local weather station increased the 
number of relevant weather parameters as predictors in 
the forecasting model.  
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