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Abstract—When a transformer fault occurs, the 

transformer oil will decompose and produce a large amount 

of dissolved gas in the oil, based on the dissolved gas in the 

oil to diagnose whether there is a fault in the transformer, 

known as dissolved gas analysis (DGA), in order to 

effectively predict whether a transformer fault will occur in 

the future, so as to prevent the development of the fault in 

time at the early stage of the fault, proposed A model for 

predicting the dissolved gas concentration in transformer oil 

based on the firefly algorithm (FA) optimized random forest 

(RF), which uses the random forest as the prediction model 

and adjusts the parameters in the RF by means of the firefly 

algorithm. The experimental results show that the FA 

algorithm can effectively optimize the parameters in the RF 

and improve the prediction accuracy of the model, 

overcoming the shortcomings of the traditional RF 

algorithm which uses random parameters with low accuracy, 

and the model can predict the dissolved gas concentration in 

oil more accurately than the existing methods. 

Keywords—Transformer, Prediction of dissolved gas in 

oil, Firefly algorithm, Random forest 

I. INTRODUCTION 

Power transformers are the pivotal equipment for the 
conversion of electrical energy in the power system. Once a 
transformer has failed, it will cause irreversible damage to 
the power system, so it is particularly important to find out 
whether there is a fault in the transformer in time and to 
arrange a reasonable maintenance plan. The insulation 
system of power transformers mainly adopts an oil-paper 
insulation structure, in which, the insulating oil in the 
transformer mainly undertakes the role of insulation and 
cooling, in the good working condition of the transformer, its 

insulating oil in the gas content is less, but with the power 
transformer aging and insulation failure, the insulating oil in 
the arc, overheating and other effects will be decomposed 
into a large number of decomposition into a large number of 
low molecular hydrocarbons dissolved in the oil, these 
characteristics The gases mainly include hydrogen (H2), 
methane (CH4), ethane (C2H6), ethylene (C2H4), acetylene 
(C2H2), carbon monoxide (CO), carbon dioxide (CO2), etc. 
The analysis of transformers for faults based on the dissolved 
gases in the oil is called dissolved gasses analysis (DGA). 
Based on the dissolved gas content in the oil, it is possible to 
assess whether the transformer is operating under adverse 
operating conditions and whether there are latent faults 
inside the transformer, and by predicting the dissolved gas 
content in the transformer oil, it is possible to provide 
technical support for fault prediction and condition 
maintenance of transformers, which has certain engineering 
application value. 

The common models for predicting dissolved gas in 
transformer oil are time series models, regression analysis, 
and grey prediction models, but such statistical analysis 
models are often influenced by the distribution pattern of the 
data itself and are often difficult to achieve high accuracy. 
With the development of artificial intelligence technology, 
machine learning algorithms are widely used in the 
prediction of dissolved gas in oil due to their powerful non-
linear fitting ability, of which the most representative ones 
are Artificial neural networks, and support vector machines 
[8-13]. There are also integrated algorithmic prediction models, 
such as the random forest model represented by the bagging 
set, which has high accuracy in predicting dissolved gases in 
oil [14-16]. With the hot development of deep learning, some 
scholars have tried to use long and short-term memory 
networks and deep confidence networks to predict the 
content of dissolved gas in oil, although the prediction 
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accuracy can be improved, its network training time is long, 
which is difficult to meet the actual engineering needs 

In view of this, this paper proposes a combined 
prediction model based on the firefly algorithm and RF, in 
which the parameters of RF are optimized using the firefly 
optimization algorithm on the basis of RF as a prediction 
model for dissolved gas in oil, and the optimal parameters of 
RF are obtained through a continuous iterative search of the 
firefly population, overcoming the shortcomings of the 
traditional RF model using empirical parameters with low 
accuracy. In order to verify the superiority of the correlation 
method proposed in this paper, oil chromatography data of a 
transformer is used to verify the performance of the model, 
and the dissolved gas content at time t is used as the input of 
the model, and the target gas content at time t+1 is used as 
the output, and the results show that the correlation method 
proposed in this paper has higher prediction accuracy 
compared with the existing methods, and is a more suitable 
The results show that the proposed method is a more suitable 
model for the prediction of dissolved gas in transformer oil. 

I. RANDOM  FOREST 

The random forest (RF) is an intelligent algorithm that 
has been used in various fields in recent years. From a 
practical point of view, RF has high accuracy in predicting 
almost any category of data. The main idea is to use the 
decision tree algorithm as the basic structural unit, the 
Bagging algorithm as the model framework, and to introduce 
randomness in the composition of the "forest", that is, the 
random forest algorithm. 

A. Decision Tree  

The decision tree is the basic building block of the RF 
model and is the basis of the RF algorithm. A decision tree 
classification is a method of inferring classification rules in 
the form of a decision tree representation from a disordered 
set of training samples, which contains a number of split 
attributes (features) and target attributes (labels), with only 
three main components: the root node, non-leaf nodes, and 
leaf nodes. The trunk specifies the result of the classification 
by the current attribute; the leaf node represents the marker 
after the classification has been completed. It uses a top-
down principle to select split attributes at each node starting 
at the root and branches down the training sample set 
according to all possible values of that attribute until each 
subset of data has a unique corresponding target. When a test 
sample is input, the decision tree determines a unique path 
from the root node to a leaf node, and the class of the leaf 
node of that path is the class to which the sample to be 
classified belongs, whose classification model is shown in 
Figure 1. 
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Fig. 1.  Decision tree model 

The key to constructing a decision tree is the choice of 
the optimal partitioning attribute. The choice of the 
partitioning attribute for a decision tree in a random forest is 
based on the "Gini index": 
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Where Pi and Pj are the proportion of class i or j samples in 
the sample set in the total sample. 

From equation (1), the Gini index captures the likelihood 
that any two members of the sample set will be taken into 
different categories, so that the higher the purity of the 
sample set, the smaller the Gini value will be instead. Denote 
the Gini index for attribute a as : 
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B. Bagging Algorithm  

  Bagging (bootstrap aggregating) is an integrated 
learning framework that can improve the accuracy of the 
algorithm, the main idea of which is: in the sample set 
D={X1, X2.....Xm}, m samples (bootstrap sampling) are 
extracted in a randomized and put-back manner to form a 
new set of samples, and this step is repeated n times to obtain 
n weak learners. 

Since Bagging takes a random sample with replacement, 
the probability that for a given sample in the original sample 
set, this sample will not be taken once in m samples is: 

1
(1 )

m
P

m
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When the original samples are infinite and the number of 

acquisitions is also infinite, there is 
1

0.368P
e

→  , 

which results in approximately one-third of the samples not 
being acquired in each acquisition from the original sample 
set, which becomes the out of bag (OOB) data, and these out 
of bag data can be used as the validation set to test the 
generalization ability of the learner. 

C. The Principle of  Random Forest  

This combination of decision trees and Bagging is the RF 
algorithm, which is essentially a variation of the Bagging 
framework using decision trees as the base learner, with 
randomization added to the construction of the decision trees 
to achieve better generalization. The algorithmic process is 
rough as follows: 

Step 1: For the sample set D={X1, X2.....Xm}, use 
bootstrap sampling to draw n samples to form a new set D1 
and use D1 as the training data for the decision tree. This is 
called the number of trees in the random forest Ntree. 

Step 2: If each sample has M features (attributes), then 

take a constant m≤M. Each time the decision tree splits and 

grows, m features are randomly selected as candidates for the 
division. This evaluation uses the Gini index as a principle to 
select the best segmentation feature among the candidate 



 

 

features for the current sample. The value of m remains 
constant throughout the growth of the "forest", and the 
optimal attribute is divided by the value of these m sub-
attributes, called mtry. 

Step 3: After repeating step 1 and step 2 to obtain N 
decision trees, for the classification model, the final RF 
model is combined using the minority rule of thumb voting 
method, while for the regression model, the predicted values 
of the output of the N decision trees are counted using the 
mean, for this paper, the prediction of the dissolved gas 
content in the oil is a regression problem of the random 
forest algorithm. 

In general, the more trees there are in a forest, the greater 
the diversity. In the RF algorithm, as the number of decision 
trees increases, the higher the generalization performance of 
RF will also be achieved. On the other hand, in random 
forests, since each split of the decision tree at this point does 
not take into account all sample attributes, but rather 
examines a random set of attributes, each decision tree is no 
longer deterministic, which also increases the generalization 
ability of the RF model. In general, the tree Ntree of a 
decision tree ranges between the interval [1,500] and, in this 
paper, the parameter mtry ranges between the interval [1,8] 
because there are eight characteristic gases in the sample set 
of dissolved gases in the oil. 

II. FIREFLY ALGORITHM 

The firefly algorithm (FA)[22] is a heuristic algorithm, and 
the main idea of this algorithm is to simulate the flickering 
behavior of fireflies in nature. The fireflies attract other 
fireflies by fluorescence, and the fireflies with low 
fluorescence will move towards the fireflies with high 
fluorescence. In this algorithm, the position coordinates of 
the fireflies represent the solution of the objective function, 
and the fireflies with bright fluorescence represent the more 
optimal solution of the objective function. In this case, the 
expression for the light intensity of the fireflies is shown in 
equation (4): 
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Where I0 is the initial light intensity, r is the spatial distance 
between the fireflies, and γ is the light absorption coefficient. 

       The expression for the attractiveness of the firefly versus 

the light intensity is shown in equation (5)： 
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where β0 is the absorbance at r=0. 
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where xi,k are the coordinate values of the ith firefly. 

       Firefly i will move in the direction of firefly j, which is 

brighter than it： 
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where α is the step size factor. 

A. The Flow of Optimizing Random Forest with Firefly 
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Fig. 2. Flow chart of FA-RF based model for predicting dissolved gas in 

transformer oil 

According to the above principle, the specific flow chart 
of the FA-RF model for predicting dissolved gas in 
transformer oil is shown in Figure 2, as follows: 

(1) Collect transformer oil chromatography data as the 
training data of the RF model to predict the content of CH4, 
for example, the content of gas at time t as the input of the 
RF model, and the content of CH4 at time t+1 is the output of 
RF. Randomly divide the training set and test set, and take 
the minimum value of mean square error as the objective 
function of FA optimization, to be optimized as the number 
of decision trees ntree and decision tree splitting attribute 
mtry in the RF model; 

(2) Initializing the parameters of the FA algorithm, the 
initial parameters of FA in this paper are the number of 
populations n=10, the maximum number of iterations T=500, 
the step factor α=0.25, the degree of attraction β=1, and the 
light absorption coefficient γ=1; 

(3) Calculation of firefly brightness and attractiveness; 

(4) Updating the location of fireflies; 

(5) judge whether the termination condition is satisfied, if 
not, go back to step (4), if satisfied, the optimal parameters 
are output and passed to the RF model so that the FA-RF 
transformer oil dissolved gas prediction model is established. 

III. EXPERIMENTAL RESULTS AND ANALYSIS 

In order to verify that the model proposed in this paper 
has higher prediction accuracy, the actual data of transformer 
oil chromatography in a certain area were used for analysis. 



 

 

The oil chromatography online monitoring device of this 
transformer has a collection period of 4 hours and an 
accuracy of 0.01 μL/L. The total characteristic gases 
collected include methane, ethylene, acetylene, hydrogen, 
ethane, total hydrocarbons, carbon dioxide, and carbon 
monoxide. In a certain period, the transformer from the oil 
chromatography online monitoring device uploaded to the 
back-end part of the data as shown in Table 1, all the gas 
content in uL / L. 

Table 1 Sample example 

Collecti

on time 

CH4 C2H4 C2

H2 

H2 C2

H6 

Total 

hydroc

arbons 

CO CO2 

5/1 2:12 16.9 26.5 1.2 7.3 4.8 49.4 518.

4 

266 

5/1 6:12 17.1 26.5 1.1 6.4 5 49.7 520 266.5 

5/1 

10:12 

17.2 26.8 1.2 6.6 5.2 50.4 523.

6 

266.5 

5/1 

14:12 

16.5 26.5 1.3 7 4.8 49.1 521.

7 

265.4 

5/1 

18:12 

16.5 26.3 1.2 6.8 5 49 522.

7 

265.4 

In the following section, taking the prediction of H2 
content as an example, the historical data of this transformer 
is first collected, and the gas content at moment t is taken as 
the input of RF, which is denoted as X, and the content of 
CH4 at moment t+1 is taken as the output of RF, which is 
denoted as Y. The data span from May 1, 2019, to August 17, 
2019, with a total of 688 sets of data. These 688 sets of data 
were randomly divided into training and testing sets in the 
ratio of 9:1, and the minimum value of the mean square error 
was used as the fitness function of FA, then the fitness curve 
of the FA-optimized RF model is shown in Figure 3. 

 

Fig. 3. Adaptation curve of FA 

In figure 3, the horizontal coordinate is the number of 
iterations of the FA algorithm and the vertical coordinate is 
the average fitness error of the firefly algorithm. From figure 
4, it can be seen that as the number of FA iterations increases, 
the prediction error gradually decreases and the firefly 
population converges and finally reaches a high accuracy. To 
prove the effectiveness of the related method proposed in this 
paper, the FA-RF model in this paper is compared with other 
models proposed in the literature, such as random forest (RF) 
and support vector machine (SVM), and the RMSE and R2 
(coefficient of determination) is calculated on the test set of 
the group, respectively, then the RMSE and R2 of each model 
are shown in Table 2. 

Table 2 Performance of each model 

Model RMSE R2 

FA-RF 0.02370 0.987422 

RF 0.03615 0.956537 

SVM 0.03912 0.95373 

As can be seen from Table 2, compared with the 
unoptimized RF prediction model, the RF optimized by FA 
has higher prediction accuracy, which proves that the FA 
algorithm can effectively optimize the parameters in the RF 
and improve the performance of the model, and the related 
method proposed in this paper has higher accuracy compared 
with the existing models such as RF, SVM, etc. 

IV. CONCLUSION 

Dissolved gas analysis in oil is one of the effective means 
to detect whether a transformer is malfunctioning. Analyzing 
the dissolved gas concentration in oil and predicting the 
development trend,  can provide an important basis for 
transformer fault diagnosis and condition assessment. In this 
paper, in order to improve the accuracy of dissolved gas 
content prediction in transformer oil, an FA-optimized RF-
based dissolved gas prediction model in oil is proposed, 
analyzed with actual transformer cases, and compared with 
RF, SVM, and other methods, and the conclusions are drawn 
are specifically as follows: 

FA can effectively optimize the parameters in RF, so as 
to improve the accuracy of RF, compared with RF, SVM , 
and other models, FA-RF has higher prediction accuracy, the 
model is a more suitable model for the prediction of 
dissolved gas in transformer oil, which can provide technical 
support for subsequent fault diagnosis and condition 
assessment of transformers. 
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