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ABSTRACT 
 Monitoring the carbon emissions of urban buildings 

is of great significance for assessing the benefits of 
emission reduction and promoting the development of 
energy-saving technologies in buildings. Visualizing 
building carbon emissions helps intuitively understand 
carbon intensity and enhances public awareness of 
environmental protection and their willingness to 
participate in carbon reduction. However, existing 
building carbon emission visualization methods are 
generally limited to data statistics and map visualization, 
lacking immersive visualization solutions from the first-
person perspective and integration with street scenes. 
To address this issue, this paper proposes an augmented 
reality (AR) visualization prototype system based on 
urban 3D models, which achieves an immersive display 
of building carbon emission data by accurately aligning 
each frame of a street-view video from a mobile phone 
with the backend urban 3D model. For an arbitrary input 
street-view video, we first locate its position in the urban 
3D model based on its location information. We then use 
a scene segmentation model based on deep learning to 
obtain segmentation results for buildings, roads, and the 
background in each frame of the video. Finally, using 
segmentation results as prior information, we optimize 
the photographic parameters of the frame images to 
achieve high-precision alignment between each frame 
and the urban 3D model, thereby realizing the AR display 
of carbon emission data in the street-view video. The 
prototype system developed in this paper is expected to 
be deployed on mobile phones or wearable devices such 
as virtual reality glasses, which can be considered a 

promising visualization technology for observing building 
carbon emissions from a first-person perspective. 
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1. INTRODUCTION 
Global warming poses a significant threat to human 

survival, primarily due to the increase in global carbon 
emissions caused by human activities. [1] Urban buildings 
play a significant role in the emissions, [2] making 
monitoring the carbon emissions from urban buildings a 
key strategy for reducing greenhouse gas emissions and 
mitigating climate change. 

Effective monitoring can provide policymakers and 
researchers with an insight into the urban building 
carbon emissions and inform targeted policies and 
practices that promote a more sustainable and resilient 
built environment. Furthermore, visualizing carbon 
emissions provides an easy-to-understand and intuitive 
way to help people gain a clearer understanding of the 
sources and drivers of emissions.  

i) Statistical graphs. The most common and 
applicable visualization method is using basic charts such 
as bars, lines, and pie charts [3-6] to statistically analyze 
the size, composition, and trends of carbon emissions. 

ii) Sankey diagrams. Sankey diagrams can represent 
the composition and flow of carbon emissions in a 
system through the size, width, and direction of arrows, 
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providing a more intuitive visualization of the proportion 
and composition of emissions within a region. [7] 

iii) Geological maps. Some scholars combine carbon 
emissions with 2D/3D maps to reflect the spatial 
distribution of carbon emissions. Specifically, they 
represent different carbon emissions sizes using 
different colors on a 2D map [8]; For 3D maps, colors, and 
model heights are used to simulate building carbon 
emissions, emphasizing high-energy consumption and 
high-emission areas. [9] These methods are more 
connected to reality, and oriented to the actual analysis 
requirements. 

However, the above visualization methods tend to 
focus on presenting statistical information on urban 
building carbon emissions from a macro perspective, 
which is usually more suitable for experts and 
government decision-makers to display information. 
These methods are not attractive and immersive for the 
general public, making it difficult to arouse public 
attention.  

To increase public attention to statistical information 
on urban building carbon emissions, and further enhance 
public environmental awareness and participation in 
emission reduction supervision, it is necessary to 
consider adopting more intuitive and visually appealing 
visualization methods that are closer to the public's 
perspective. Therefore, this paper aims to develop an 
immersive visualization approach integrated with the 
street view from the public's first-person perspective. 

Augmented reality (AR) technology, combining 
virtual information with real-world scenes, has become a 
mainstream technology that provides users with richer 
and more immersive experiences. It has been applied in 
many fields, such as medicine, industry, education, 
tourism, socializing, and gaming. [10] The popularity of 
various smartphone AR applications and wearable 
devices has provided a platform foundation for 
immersive visualization technology from a first-person 
perspective. Therefore, it is possible to present urban 
building carbon emissions data to individual users in an 
immersive way through AR. However, there has been no 
research or practical application of AR technology with 
carbon emissions to achieve immersive visualization 
targeting users. This paper proposes an AR visualization 
prototype system based on urban 3D models, which 
achieves an immersive display of urban building carbon 
emission data from a first-person perspective by 
accurately aligning the backend city 3D model with each 
frame of street view video.  

2. MATERIAL AND METHODS  

2.1 Material 

The AR has two kinds of data, real data, and virtual 
data. In this paper, the 3D UrbanMOB project [11] was 
used as the virtual data provider, namely, to provide the 
carbon emission data. 

This project is based on a web platform and includes 
streets, buildings, and other realistic details as shown in 
Figure 1. We can set virtual camera parameters, 
including longitude, latitude, height, rotation angle, pitch 
angle, focal length, image width, and image height to 
render the model from a first-person perspective. 

What we used as real data is a real-world street view 
video of Tokyo, Japan captured by a mobile camera. The 
video has a duration of 12 seconds and a frame rate of 
29.75 frames per second. 

 

2.2 Methods 

The visualization system proposed in this paper 
consists of three steps (as shown in Figure 1): first, we 
process the street scene image, directly use the deep-
learning-based segmentation model on each frame of 
the street view video, and present the segmented label 
map in grayscale mode; then, because of the 
mismatching state at first, we perform registration to 
match the real images and the backend urban model. We 
define a camera in the backend 3D space of the urban 
model, which can move freely in the space and take 
pictures. From the true street scene image, we get initial 
camera parameters and input them to the camera to 
render simulated street view images within the range. 
Evaluating the similarity between the label map and the 
rendered images, we find the optimized virtual camera 
parameters of each frame of the street view video. 
Finally, based on the accurate registration, we can obtain 
the carbon emissions of each building from the backend 
database and add dynamic model materials of carbon 
emissions in the backend urban 3D model, then generate 
the new building carbon emission layer of each frame, 
combine it with the original video to achieve the visual 
augmentation. 

 
Fig. 1. Aerial view of the 3D UrbanMOB model 
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2.2.1 Street scene image segmentation  

Real-world urban street view images contain various 
environmental components, including sky, roads, 
buildings, vegetation, vehicles, and pedestrians. To 
identify the specific position and pose of the video shoot, 
different objects in the scene must first be recognized 
through image segmentation. 

The segmentation model used in this paper employs 
the deep learning method and utilizes the high-
resolution convolutional neural network HRNet-W48 as 
the base model. We directly use the semantic 
segmentation model trained on the MSeg semantic 
segmentation dataset to segment the video image. [12] 
Then, apply this model to segment every frame of the 
street view video and obtain semantic segmentation 
labels of various objects such as the sky, buildings, and 
roads. Since only the position contour information of the 
image is needed for subsequent registration, we display 
the semantic segmentation label map in grayscale mode 
to avoid generating redundant data. 

 
2.2.2 Registration between street scene and backend 3D 
model  

Our system aims to integrate carbon emission data 
as virtual information into real street videos. To achieve 
this, we intend to align the real-world street view images 
with the urban 3D model that includes the carbon 

emission data of each building, enabling visualization of 
the carbon emissions of buildings in the image. 

However, the initial localization of devices using 
various positioning satellite networks may result in 
imprecise and coarse camera parameters for shooting 
locations and poses, leading to a mismatch with the 
backend urban 3D model. This means that we cannot 
accurately locate the buildings in the street view images, 
and perform operations such as road and building 
recognition in the backend, thus accurately enhancing 
the user's reality on the client side. Therefore, we need 
to perform registration between the street view images 
and the urban 3D model to achieve precise analysis of 
the entire street view video and accurately project the 
information from the backend onto the user's view. 

Since the street view image is presented in 2D while 
the urban model is presented in 3D, the street view 
matching problem is essentially a 2D/3D matching 
problem. To match data of different dimensions, we 
need to first match one data to the dimension of the 
other data. 

We can access the semantic information of the 
backend urban model and adjust the position and pose 
of the camera in the backend to generate a 
corresponding 2D image with semantic information from 
the 3D model. Through iterating through camera 
parameters, we can compare the generated simulated 
images with the real street view images to continuously 

 
Fig. 2. The framework of proposed system 
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optimize the parameters and search for the simulated 
image that best matches the real image. 

 
Optimization Parameters  
We define a camera 𝑜 in the 3D space of the urban 

model, which can move freely in space and take pictures. 
The virtual camera's position and orientation are 
determined by a combination of six parameters: latitude, 
longitude, height, azimuth angle, pitch angle, and focal 
length. These parameters constrain the imaging results 
of the camera's shooting and represent the optimization 
parameters that we continuously adjust to optimize the 
simulated image of the 3D model to match the real 
image. Therefore, the search space for optimization is 
defined by these six parameters. 

 
Optimization Function  
By providing the backend 3D model with the six 

parameters that describe the image, we can generate a 
first-person simulated street view of the model under 
those parameters. This simulation includes only three 
categories of objects: sky, buildings, and roads. In real 
scenes, buildings and roads can often be occluded, 
making it difficult to obtain their precise feature 
information. Therefore, we use the background sky of 
the image as a representative feature for the entire 
image. 

Using the street view image segmentation label 
grayscale image as prior information, we compare the 
similarity between the sky shape in the street view 
segmentation image and that in the screenshot of the 
urban 3D model, which is used to replace the similarity 
between the two images. 

The similarity between the background sky shapes 
𝑆𝐼𝑏𝑔  in the real street view image and 𝑅𝐼𝑏𝑔  in the 

modeled simulated image is defined as: 
𝐸 = 𝑠𝑖𝑚(𝑆𝐼𝑏𝑔 ⋅ 𝑅𝐼𝑏𝑔) 

where 𝑠𝑖𝑚(⋅) selects the Jaccard index to measure 
the degree of overlap between two shapes. 

 
Optimization Method  
To obtain the optimized virtual camera parameters, 

we start with the initial six camera parameters and 
search within a certain range. Two optimization 
strategies are used in the search space: exhaustive 
search and ant colony optimization method. The 
exhaustive search traverses the search space and can 
obtain the optimized virtual camera parameters but 
requires a long time and a large number of model 
images. On the other hand, the ant colony optimization 
method uses a non-traversal optimization search 

strategy, which can search for the global optimal solution 
and has a smaller computational cost compared to the 
traversal search. 

The street view video, as a definitive series of 
images, cannot obtain corresponding parameters for 
each frame when the image is taken. The automatic 
location information obtained from the video file is only 
valid for one frame, and using it as initial optimization 
parameters for each frame image will increase the time 
and space consumption of registration. 

Due to the continuity of each frame image in the 
street view video, there is overlapping information 
between frames that can be inherited. Therefore, we can 
use a sequential processing method to match the video 
frame by frame in registration. We use the rough 
location information obtained by the device that 
recorded the video as the initial parameters for 
optimization when processing the first frame image, and 
use the optimal parameters of the previous frame image 
as the initial optimization parameters for subsequent 
frames. 

 
2.2.3 AR visualization of building carbon emission  

In this paper, we assume that the carbon emissions 
of each building in the backend urban model have been 
calculated and stored in the building information 
through a specific channel, but the calculation of carbon 
emissions is not within the scope of this research. 

Based on the optimized virtual camera parameters 
and rendered images, we can obtain carbon emissions of 
the specific building from the backend database. Then, 

we can select a location to add dynamic 〖CO〗_2 
materials to the corresponding buildings in the backend 
urban model to represent carbon emissions. Next, we 
input the optimized parameters sequence into the model 
and render the model frame by frame from a first-person 
perspective to obtain the building carbon emission layer. 
Finally, we overlay this layer with the street view images 
to achieve carbon emissions visualization augmentation 
in the street view images. 

 

3. RESULTS 

In the Linux system, we used Python and C 
programming system implementation. After inputting 
the street view video into our visualization system, the 
segmentation and registration results of its first frame 
image are shown in Figure 3(a-d). 

The street view video was segmented and 
registered frame by frame to obtain a registered 3D 
rendering video. Adding carbon emission models to the 
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corresponding buildings in the backend urban model, 
and the visualization results in the current street view 
video were obtained by overlaying them. The carbon 

emission layer and the overlay visualization effect image 
of the first frame of the video are shown in Figure 3(e, f). 

The registration and rendering results of the frames 
for the front, middle, and back segments of the video, as 
well as the AR visualization effect, are shown in Figure 4.

 

4. CONCLUSIONS 
This paper proposes an AR visualization prototype 

system that visualizes carbon emissions data from a first-
person perspective by segmenting actual street scene 
images and registering them with a backend urban 3D 
model. Experiments using Tokyo street scene videos 
prove the accuracy and feasibility of our research. 

By registering with the urban model, the 
visualization system eliminates the need for building 
recognition, monolithic segmentation, simulated depth 
of field, and other operations on street scene images. 
This ensures the feasibility and stability of the 
visualization method. However, it is worth noting that 
the video image matching sequence method cannot be 
performed in multiple threads, resulting in limited 
operating speed, which is a potential field of future 
research. 

  

  
Fig. 3. The segmentation and registration results of the first frame image 

 
(a) The first frame street view image 

 
(b) The semantic segmentation label map 

 
(e) The carbon emission model layer 

 

 
(c) The rendered image with initial camera parameters 

 

 
(d) The rendered image after registration. 

 
(f) The overlay visualization result 

 
Fig. 4. The registration and visualization results of the frames 30, 210 and 350. (a) the first-person simulation street view 

rendered by the 3D model through registration; (b) the AR visualization of the corresponding frame image's carbon emissions 

 
(a) 

 
(b) 

Frame 30 

 

 
(a) 

 
(b) 

Frame 210 

 
(a) 

 
(b) 

Frame 350 
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Despite the limitations, the real-time visualization 
prototype system developed in this paper is still a 
promising technology for first-person perspective 
observation of building carbon emissions. It is expected 
to be deployed on mobile phones or wearable devices 
such as virtual reality glasses through technological 
optimization, thus achieving true real-time AR. 
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