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ABSTRACT 
 The availability of solar irradiance is uncertain and 

time-dependent, which is influenced by several climatic 
factors. Therefore accurate solar irradiance prediction is 
required for planning, designing, and site selection to 
establish new solar power plants. This study utilizes eight 
machine learning techniques, including multivariate 
linear regression, ridge, lasso, elastic net, multilayer 
perceptron, k-nearest neighbors, decision tree, and 
random forest to develop hourly global horizontal 
irradiance prediction models. A feature selection 
procedure to select the most influential input features 
from different meteorological variables is also discussed 
in this study. To examine the accuracy of the developed 
models, this study employs the data of 21 locations of 
different climatic and geographic regions. The 
considered cities are categorized into three groups using 
k-means clustering in order to find out the favorable 
locations for solar power generation. The computational 
results suggest that the random forest and k-nearest 
neighbor are the most efficient prediction model, which 
outperformed other machine learning models with an 
average forecast skill of 37% and 35% over the smart 
persistence model. Overall, this study may be exercised 
for the selection of an efficient GHI prediction model and 
location for the installation, designing and planning of 
new solar power plants.  
 
Keywords: Renewable energy,  global horizontal 
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1. INTRODUCTION 
The integration of renewable energy sources, 

specifically solar and wind, to the global energy supply is 

the most challenging part in energy supply system. The 
intermittent and uncertain nature of solar energy brings 
along several challenges, including voltage fluctuation, 
power quality, higher cost, power output instability, etc. 
[1]. Therefore, solar irradiance forecasting plays a vital 
role in the effective execution of power grid systems. It 
is essential for the management of storage reserves of 
backup energy sources, power distribution, scheduling of 
the plants, power trading and finally, optimizing the 
overall power production cost [2]. In recent years, 
accurate solar irradiance forecasting has drawn 
enormous attention from researchers [3-6].   

Over the past two decades, several solar irradiance 
forecasting methods have been proposed, which are 
divided into three types: physical, statistical and machine 
learning methods. With the advancements in technology 
and development of artificial intelligence techniques, 
machine learning-based solar irradiance forecasting 
models provide more promising results as compared to 
physical and statistical models. The capability to extract 
complex non-linear features from the high dimensional 
solar irradiance data and meteorological 
parameters makes machine learning models excellent f
or solar irradiance forecasting [7]. Artificial neural netw
ork decision tree, support vector machine (SVM), 
random forest, etc. are a few extensively applied 
machine learning-based solar irradiance forecasting 
models [8,9]. 

2. RESEARCH CONTRIBUTION 
This work provides the comparison of several most 

widely applied machine learning techniques for hourly 
solar irradiance prediction. In particular, eight popular 
techniques, including multivariate linear regression 
(MLR), ridge regression, lasso regression, elastic net 
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regression, multilayer perceptron (MLP), k-nearest 
neighbors (kNN), artificial neural network, decision tree 
regression and random forest regression are compared 
in the present study. An explicit feature selection 
procedure is also employed in this study to determine 
the most influencing input features for efficient solar 
irradiance prediction. A significant restriction of many 
previous studies is that they only demonstrate the model 
validation for a particular or limited locations. To 
overcome this issue, the effectiveness of considered 
models is evaluated on the data of 21 smart cities which 
belong to different climatic zones of India. It facilitates a 
richer comparison of prediction models across different 
locations and climate conditions. Further, based on the 
accuracy of prediction models for different locations, 
these locations are classified into different categories 
using k-means clustering. This classification may give an 
insight about the favorable sites for the establishment of 
new power plants.  

3. METHODOLOGY 

3.1 Data collection 

In this work, 5 years (2010-2014) dataset from 
National Solar Radiation Database (NSRDB)  with a 
temporal resolution of 1 hour and spatial resolution of 
10 x 10 km is considered to affirm the efficiency of 
considered machine learning models [10]. The data is 
recorded using NSRDB SUNY model, developed through 
semi-empirical satellite model. The dataset of 21 cities, 
namely Agartala, Ahemdabad, Bhopal, Bhubneshwar, 
Chennai, Coimbatore, Davangere, Diu,        
Guwahati, Imphal, Indore, Jaipur, Kakinada, Kochi, 
Ludhiana, New Delhi, Pune, Solapur,  Surat, Udaipur 
and Vishakhapatnam located in different climatic zones 
of India, selected under “Smart cities mission” is used for 
training and testing of the models. Table 1 shows the 
geographical coordinates and Fig. 1 shows the location of 
the selected cities on the Indian map.  

 
Table 1 Smart cities of India selected used to conduct the study 

Agartala Ahmedabad Bhopal Kochi 
Chennai Coimbatore Davangere Diu 

Guwahati Bhubaneshwar Indore Jaipur 

Kakinada Vishakhapatnam Ludhiana Solapur 

Pune New Delhi Surat Udaipur 

Imphal    

 
 

 
Figure 1. Physical map of India showing selected smart cities. 

3.2 Feature selection 

The list of variables, which consists of several GHI 
historical states and meteorological variables, is shown 
in Table 2. 
Table 2 List of variables. 

Input 

variables 
Explanation 

It-1 GHI measured at 1 hour ago on same day 

It-2 GHI measured at 2 hours ago on same day 

It-3 GHI measured at 3 hours ago on same day 

Qt Temperature at time t 

Ht Relative humidity at time t 

Vdirt Wind direction at time t 
Vt  Wind speed at time t 
Qdewt  Dew point at time t 

Rt Precipitable water at time t 

Pt Pressure at time t 

 
The autocorrelation coefficient between the present 

GHI and historical GHI values is calculated to analyze the 
impact of historical GHI states on current GHI state as 
described below [11]. 

𝑟𝑝 =
∑ (𝑦(𝑡) − �̅�)(𝑦(𝑡−𝑝) − �̅�)
𝑛−𝑝
𝑗=1

∑ (𝑦(𝑡) − �̅�)2𝑛
𝑗=1

 

where t denotes the sampling interval, 𝑟𝑝 denotes 

the autocorrelation coefficient at p lag, �̅� is the mean of 
time-series 𝑦(𝑡) and n represents the total number of 

samples. Table 3 shows the value of autocorrelation 
coefficient between current and historical GHI, including 
t–T, t–2T, t–3T, t–24T, t–48T, and t–72T. The value in cell 
(t-2T, t-48T) of Table 3 is 0.7569, represents the 
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autocorrelation coefficient between the latest GHI value 
and GHI value obtained 2 days and 2 h (i.e.50 h) ago. GHI 
data at the same hour of previous 3 days (i.e., t-24T, t-
48T, t-72T) is considered in the further parameter 
selection process. 

 
Table 3 Autocorrelation coefficients of solar irradiance. 

Hours It It-24T It-48T It-72T 

It 1  0.9626 0.9575 0.9561 

It-T 0.9297  0.9094  0.9039  0.9028 

It-2T 0.7728  0.7616  0.7569  0.7554 

It-3T 0.5558  0.5497  0.5456  0.5447 

It-4T 0.3107  0.3075  0.3041  0.3037 

 
RMSE and R-square value of hourly GHI prediction 

is calculated using historical GHI state and meteorologic
-al parameters as an input to random forest model as 
shown in Table 4. Finally, GHI of past three days (i.e., It-
24T ,It-48T and It-72T ), temperature (Qt), relative 
humidity (Ht) and pressure (Pt) are considered as the final 
input features for training the GHI prediction models. 

 
Table 4 The list of input features with different combination of 
historical states of GHI and meteorological variables. 

Parameters  R-square RMSE 
It-24T ,It-48T, It-72T, Qt 0.9555  57.59 

It-24T ,It-48T, It-72T, Qt, Pt 0.9513  59.23 

It-24T ,It-48T, It-72T, Qt, Ht 0.9673  56.07 

It-24T ,It-48T, It-72T, Qt, Rt 0.9568  58.51 

It-24T ,It-48T, It-72T, Qt, Vt 0.9671  57.20 

It-24T ,It-48T, It-72T, Qt, Ht, Pt 0.9828  54.62 

It-24T ,It-48T, It-72T, Qt, Ht, Vt 0.9673  56.09 

It-24T ,It-48T, It-72T, Qt, Ht, Rt 0.9677  55.70 

It-24T ,It-48T, It-72T, Qt, Ht, Pt, Rt 0.9676  55.69 

 

3.3 GHI Prediction models 

3.3.1 Multivariate linear regression (MLR) 

Multivariate Linear Regression Multivariate linear 
regression (MLR) is the simplest data-driven model that 
works on the concept of deriving a linear relationship 
between dependent and independent [12]. 
 
3.3.2 Ridge regression 

Ridge regression deals with the problem of 
multicollinearity and over-fitting in data by introducing 
a regularization term [13]. 
 

3.3.3 Lasso regression 

Least absolute shrinkage and selection operator is a 
regression technique that differs from standard linear 
regression as it has an embedded quality of feature 
selection [14]. 
 

3.3.4 Elastic net regression 

Elastic net utilizes the idea of both lasso and ridge 
regression by linearly combining the penalty terms i.e., 
L1 and L2 regularization [15]. 
 
3.3.5 Multilayer Perceptron (MLP) 

MLP is comprised of fully connected multiple layers 
stacked between input and output layers [16]. The first 
layer depicts the input layer where number of nodes is 
equal to the number of input parameters. The second 
layer is the hidden layer and the third layer is the output 
layer, where the number of nodes is decided on the basis 
of the intended output.  
 

3.3.6 K-Nearest Neighbor (kNN) 

kNN is generally used as a clustering algorithm. However, 
it may also be utilized to solve regression problems [17]. 
Distance of each new test point to all training data point 
is calculated using several distance metrics such as 
euclidean, manhattans, etc. 
 

3.3.7 Random forest 

Random forest, proposed by Breiman [18], is a flexible 
machine learning algorithm that is an extension of 
decision tree and does not demand much time in the 
tuning of hyper-parameters. It is an ensemble of decision 
trees and has comparatively less chances of over-fitting. 
Random forest selects the subsets of features and 
constructs smaller decision trees, results in good 
performance due to its default hyperparameters. 
 

3.3.8 Decision tree 

Decision tree is a widely used rule-based machine 
learning technique that can be used for regression and 
classification [19]. It consists of nodes and leaves, 
arranged in a hierarchical tree-like structure. Each test 
data point starts from the root node and follows the path 
which is tested to be true for that data point. The 
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procedure is repeated until a leaf node arrives, then the 
value of the leaf node is allocated as the predicted value 
to the test point. 

4. RESULTS AND DISCUSSION 
This section presents and compares the results of 

considered models developed for hourly GHI prediction 
across different locations in India. The performance of 
the developed models is evaluated for multiple locations, 
which belong to different climatic regions of India. Fig. 2  
and Fig. 3 show results in terms of MAE and R-square 
across different locations. Considered machine learning 
models can be divided into two groups based on their 
performance. The first group is comprised of MLR, Lasso, 
Ridge and Elastic net, which shows considerably low 
performance. While the other group is consists of kNN, 
MLP, decision tree and random forest, which shows 
higher prediction performance. The maximum error is 
observed for MLR model with an average MAE value of 
50 W/m2 followed by lasso, ridge and elastic net model. 
The lasso and ridge model has shown comparable 
performance having average MAE values of 47 W/m2 and 
46 W/m2, respectively. The improvement in the 
performance of lasso and ridge regression model is 
observed due to the incorporation of L1 and L2 
regularization term in these models. The regularization 
term in the model overcomes the problem of overfitting 
and hence enhances the accuracy of prediction models. 
To further enhance the performance over lasso and ridge 
regression models, the elastic net model is used. The 
incorporation of both L1 and L2 regularization term in 
elastic net has slightly enhanced the prediction accuracy. 
The minimum error is observed for random forest model 
followed by kNN, MLP and decision tree. Random forest 
has delivered the most promising results among all 
discussed algorithms with an average MAE of 32 W/m2. 
Furthermore, decision tree and MLP have shown good 
accuracy in prediction with an average MAE values 36 
W/m2 and 39 W/m2, respectively. Whereas kNN 
outperformed both MLP and decision tree with an 
average MAE of 34 W/m2, attributed to the principle of 
localization. The statistical analysis shows that kNN and 
random forest have performed well and provide 
comparable results, which indicates their potential for 
GHI forecasting. The similar trend of performance is 
observed in terms of R-square, as shown in Fig. 3. 
Overall, the considered models can be arranged in 
descending order of their performance as follows: 
random forest > kNN >MLP > decision tree > elastic net > 
ridge > lasso > MLR. 

 

Figure 2 Box plot representation of prediction accuracy of 

developed models in terms of MAE 

Figure 3 Box plot representation of prediction accuracy of 

developed models in terms of R-square. 

Figure 2 Comparison of prediction models across all selected 

locations in terms of MAE 
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Further, the performance of developed machine learning 
models is observed at each considered locations as 
shown in Fig. 4 and Fig. 5. It can be observed from Fig. 4 
that prediction models show very high error at few 
locations such as Agartala, Davangere, Guwahati, Imphal 
and Kochi. However, the prediction models show highest 
performance at Ahmedabad, Diu, Jaipur and Surat. 
Random forest has shown the highest accuracy at most 
of the locations, while MLR has shown the lowest 
performance at most of the locations. 
 

4.1 Clustering of cities 

The forecasting machine learning models are developed 
for considered 21 locations, and evaluated using three 
different performance metrics, i.e., MAE and R-Square 
[20]. Further, these cities are clustered based on the 
performance metrics for each algorithm. The clustering 
has been performed using an unsupervised clustering 
algorithm, i.e. k-means clustering [19]. To determine the 
value of k in the k-means algorithm, elbow method is 
used. The optimized value of k has come out to be 3. 
After applying k-means clustering, the considered 
locations are categorized into three clusters as shown in 
Fig. 6. Cluster I is shown in violet color, which consists of 
7 cities, including Ahmedabad, Diu, Jaipur, Kakinada, 
Ludhiana, New Delhi, and Surat. These locations have 
shown high GHI prediction accuracy, which might be 
attributed to the highly stable weather conditions 
throughout the year. Cluster II is shown in green color, 
which is comprised of 8 cities, Bhopal, Bhubaneshwar, 
Chennai, Indore, Pune, Solapur, Udaipur and 

Vishakhapatnam. Cluster III shown in violet color is 
comprised of 6 cities, Agartala, Coimbatore, Davangere, 
Guwahati, Imphal and Kochi. For these locations, 
proposed models have shown poor prediction accuracy. 
In these locations, meteorological variables are not 
contributing significantly due to fluctuating weather 
conditions and unpredictable high rainfalls throughout 
the year. 

5. CONCLUSIONS 
Global horizontal irradiance (GHI) is the most primary 
element for the designing and installation of operating 
solar power plants. However, the availability of GHI is 
influenced by many climatic factors. Therefore, the 
accurate prediction of GHI is necessary for the successful 
planning of solar power plants. In this work, several 
machine learning models, including multivariate linear 
regression, ridge, lasso, elastic net, multilayer 
perceptron, k-nearest neighbors, decision tree, and 
random forest are developed for hourly GHI prediction. 
A feature selection procedure is also employed to 
determine the most influential input features. The 
performance of the developed models is compared to 
each other and to a benchmark model, namely smart 
persistence model. The performance of the developed 
models is evaluated using meteorological data of 21 
different locations. Finally, k-means clustering is applied 
to categorize the considered locations into three 
different categories. Based on the obtained simulation 
results achieved in the present study, the following 
conclusions can be drawn:  
 

• The historical GHI data of the previous three days at the 
time of prediction (i.e., t-24T, t-48T, t-72T), temperature, 
relative humidity and pressure are used as input features 
to train the GHI prediction models.  

Figure 3 Comparison of prediction models across all selected 

locations in terms of R-square. 

Figure 4 Scatter plot of smart cities clustered using k-means. 
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• The random forest model has shown the maximum 
prediction accuracy and outperformed the other 
machine learning models at 14 out of 21 locations. 

• kNN came out to be the second most accurate GHI 
prediction model. kNN has outperformed other machine 
learning models at 7 out of 21 locations. 

• The analysis of error metrics and clearness index 
demonstrates that the locations in cluster I are best 
suited for establishment of solar power plants while 
those are in cluster III are not much suitable for solar 
power generation. 
To sum up and based on the outcomes of present study, 
government and energy industries may make effective 
policies to advance their economic expediency, 
profitable market penetration and finally lead the way 
for cracking the biggest source of energy. Alternative 
non-conventional energy resource projects such as wind 
energy, tidal energy should be preferred at sites where 
harnessing solar energy is not profitable. 
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