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ABSTRACT 
 Steam-assisted gravity drainage (SAGD) is one 

effective and well-established technology for recovering 
heavy oil and bitumen resources. Extensive research has 
been conducted on data-driven models to evaluate the 
production performance of the SAGD process. The 
artificial neural network (ANN) is a commonly used 
machine learning method. However, it is crucial to 
explore other machine learning methods such as 
Symbolic Regression (SR), Extreme Gradient Boosting 
(XGBoost) and Random Forest (RF) using field data. In 
this study, firstly, a data set consisting of thirteen 
input/output attributes describing production-related 
properties and production characteristics was extracted 
from Long Lake field data. Secondly, three different 
machine learning methods, including Neural Networks 
(ANN), Random Forest (RF), Extreme Gradient Boosting 
(XGBoost) and Symbolic Regression (SR), were employed 
to establish a relationship between the input and output 
parameters in the different data sets. Subsequently, a 
range of models were created, evaluated, and compared. 
Furthermore, the impact of two feature scaling methods, 
namely standardization and normalization, on the 
accuracy of a series of prediction models was explored. 
Lastly, the sensitivity of the input parameters was 
analyzed. Analysis of the forecasting results obtained 
from different models leads to the following conclusions. 
The study found that standardization and normalization 
significantly enhance the performance of the artificial 
neural network model, with standardization being more 
effective. However, the impact of data scaling on 
integrated learning models (random forest and extreme 
gradient boosting tree) is minimal. Interestingly, for 
models based on symbolic regression algorithms, not 
using data scaling yields the best results. Both artificial 
neural network and symbolic regression algorithms 
demonstrate significant advantages and are suitable for 

predicting SAGD production. However, the symbolic 
regression model can derive analytical expressions that 
describe the input-output relationship, which are easy to 
interpret and apply. This suggests that symbolic 
regression algorithms may be preferable to artificial 
neural network algorithms. The top five factors with the 
greatest impact on cumulative oil production at the end 
of the main production stage in SAGD, ranked in 
descending order of importance, are CSI2 (cumulative 
steam injection volume at the end of the main 
production stage), LE (effective length of the horizontal 
well section), MSIP (mean steam injection pressure 
during the main production stage), HPVH (height of the 
hydrocarbon pore volume), and H (effective thickness). 
The methods proposed in this article are helpful for 
establishing an intelligent energy management system 
for SAGD (Steam-Assisted Gravity Drainage) 
development in heavy oil fields. The system can support 
decision-making processes by providing accurate 
forecasting and predictive analytics. 
Keywords: Steam-Assisted Gravity Drainage (SAGD), 
Machine learning, Artificial Neural Networks, Symbolic 
Regression, Random Forest, Extreme Gradient Boosting  

NONMENCLATURE 

Abbreviations  

SAGD Steam-Assisted Gravity Drainage  

Symbols  

Lhidden a hidden layer 

wij 

the weight of the connection 
between neuron j of the previous 
Lhidden and neuron i of the current 
Lhidden 

xj the input from the previous Lhidden 

yi 
the output at neuron i of the current 
Lhidden 
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f the activation function 

 

1. INTRODUCTION 
With conventional petroleum resources depleting, 

unconventional oil and gas resources are gaining 
significance as an alternative. Among these resources, oil 
sands or bitumen reserves have demonstrated 
substantial potential within the existing economic and 
technological framework. Steam Assisted Gravity 
Drainage (SAGD) is a prominent in-situ bitumen recovery 
technique that involves the utilization of two parallel 
horizontal wellbores, typically ranging from 500 m to 
1,000 m in length[1]. Detailed analysis using numerical 
flow simulation models for the SAGD process is a time-
consuming and costly endeavor. The quantitative 
operational conditions and uncertain reservoir 
properties play a crucial role in determining production 
and development strategies for oil sands operations. The 
presence of numerous parameters complicates decision-
making and accurate predictions of future production 
performance in SAGD processes. This complexity further 
increases when considering reservoir heterogeneities 
and other enhanced oil recovery techniques. 
Consequently, engineers require decision-making tools 
and analyses that can guide them in the presence of vast 
SAGD information. This has prompted engineers to 
utilize data-driven models to predict SAGD production 
performance as an alternative to simulation processes[2]. 
Data-driven modeling is a modern approach that 
involves a comprehensive analysis of available data to 
characterize the system of interest. It entails the 
construction of models that describe the behavior of 
physical processes using different machine learning 
techniques[3]. The relationships within collected data are 
evaluated in a data-driven model without prior 
knowledge of the data[4]. One of the significant 
advantages of data-driven models is that they do not 
require users to have a thorough understanding of the 
underlying problem. Instead, they rely heavily on data, 
rather than domain-specific human expertise[5]. By 
combining big data and domain knowledge, data-driven 
models can help predict outcomes in complex systems. 
Data-driven models have gained popularity and have 
been more fully developed over the past few years. 
Previous studies in the petroleum industry have 
extensively explored the use of data-driven models for 
various applications. These studies include estimating 
corrosion rates in pipelines[6], predicting cumulative oil 
production in unconventional reservoirs, accelerating 
reservoir simulations[7]. Additionally, in the specific 

context of SAGD, considerable research has been 
conducted on data-driven models for predicting 
production performance[8], history matching[9], 
clustering[10], and optimizing SAGD processes[11]. These 
studies have significantly enhanced prediction efficiency 
and expanded the application range of data-driven 
models. Previous studies on data-driven models in the 
context of SAGD have employed various machine 
learning techniques, including decision trees[12], Artificial 
Neural Network[3], and K-means clustering[13]. Among 
these methods, Neural Network (NN) stands out as one 
of the most commonly used approaches in the literature.  

However, in the field of petroleum engineering, 
particularly in predicting SAGD production performance, 
previous studies have predominantly relied on synthetic 
datasets, lacking research that explores the predictive 
capabilities of different algorithms using real field data. 
Additionally, there is a dearth of studies evaluating the 
effectiveness of these algorithms using real field data, as 
many previous studies have been based on synthetic 
datasets. This serves as the motivation for this research. 
The novelty of this study lies in the investigation of the 
predictive capabilities of three typical machine learning 
algorithms for SAGD production forecasting, based on 
real field datasets, and the examination of the impact of 
data scaling methods on the accuracy of prediction 
models. 
 

2. DATASETS AND METHODS  

2.1 Research Process 

The specific process of this research is shown in 
Figure 1, which is mainly composed of four main stages, 
including data collection and preprocessing, model 
establishment and optimization based on different 
algorithms, model accuracy evaluation, and analysis of 
model results. 

2.2 Datasets sources 

 
Fig. 1. The specific process of this research 

This study collected the cumulative oil production 
and SAGD production-related parameters of 105 
horizontal well pairs in the Long Lake heavy oil field at 
the end of the primary production phase. The cumulative 
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oil production at the end of the major production stage 
(CO) was selected as the prediction target. 

Six geological/reservoir parameters that affect 
production were extracted as input variables, including 
porosity (POR), water saturation (SW), effective 
thickness of the reservoir (H), height of the hydrocarbon 
pore volume (HPVH), net-to-gross ratio (NTG), and 
heterogeneity index (HI). Water saturation and porosity 
are averaged values within the total thickness of the 
producing layer. HPVH is the product of effective 
thickness, porosity, and oil saturation. NTG represents 
the ratio of net thickness to total thickness of the 
producing layer, where the net thickness refers to the oil-
saturated sand interval and the total thickness refers to 
the entire production interval. The presence of shale 
interlayers typically affects the development of steam 
chambers, thereby influencing production dynamics. 
Therefore, a heterogeneity index is formulated to 
capture the impact of heterogeneity factors such as shale 
interlayers. The heterogeneity index is a normalized 
indicator defined as the ratio of non-net thickness to 
total thickness (1-NTG). A higher HI value indicates 
thicker shale interlayers within the production interval, 
which may hinder the development of steam chambers 
and have a negative impact on development 
effectiveness. 

Six horizontal well/operation parameters that affect 
production were extracted as inputs for the model, 
including effective length of the horizontal well (LE), 
ineffective length ratio along the wellbore (LI), 
cumulative preheating time (TP), cumulative steam 
injection during preheating period (CSI1), cumulative 
steam injection at the end of the major production stage 
(CSI2), and average steam injection pressure at the major 
production stage (MSIP). The effective length of the 
horizontal well refers to the total length of the well 
segments with clay content less than 30% along the 
wellbore. The ineffective length ratio along the wellbore 
is defined as the ratio of the total length of well segments 
with clay content greater than 30% to the original length 
of the horizontal well. 

The dataset was preprocessed using techniques such 
as missing value imputation, outlier detection, and filling. 
Four statistical indicators were calculated for 13 
variables based on the processed data, as shown in Table 
1. 

Table 1 Dataset descriptive statistics (for five randomly 
selected variables) 

Statistical 
variables 

LI 
(-) 

TP 
(mon) 

CSI1 
(m3) 

CSI2 
(m3) 

MSIP 
(KPa) 

CO 
(m3) 

Average 
value 0.18 7.27 5584 208002 1829 49403 

Standard 
deviation 0.11 6.76 25100 215573 160 54093 

Minimum 
value 0.02 0 0 2931 1444 1944 

Maximum 
value 0.54 59 145007 100694

3 2119 304877 

 

2.3 Algorithm types 

In this section, we will provide a brief introduction to 
the algorithms involved in the machine learning model 
developed in this study. 
2.3.1 Artificial neural network (ANN)  

The artificial neural network (ANN) is a statistical 
learning model that draws inspiration from the biological 
nervous system[14]. The typical structure of an ANN 
model includes an input layer (Linput), a hidden layer 
(Lhidden) with multiple interconnected neurons, and an 
output layer (Loutput)[15]. 

The mathematical formula for the i-th neuron in the 
ANN model can be expressed as follows: 

 
1

( )
k

i ij j i

j

y f w x b
=

= +  (1) 

The mathematical expression involves various 
parameters, including wij, which represents the weight of 
the connection between neuron j of the previous Lhidden 
and neuron i of the current Lhidden; bi, which denotes the 
deviation at neuron i of the current Lhidden; xj, which 
represents the input from the previous Lhidden; yi, which 
denotes the output at neuron i of the current Lhidden; f, 
which is the activation function; and k, which is the 
number of neurons in the previous Lhidden.  

If the ANN model does not incorporate any 
activation function, it reduces to a simple linear model, 
as shown in the brackets of equation (1). Activation 
functions such as linear, sigmoid, hyperbolic tangent 
(tanh), etc., are crucial for enabling ANN models to learn 
the non-linear complex functional mapping relationship 
among Linput, Lhidden, and Loutput. 

 
2.3.2 Random forest (RF)  

The random forest is a classification and prediction 
algorithm based on decision trees[16]. The model 
generates multiple independent decision trees, each of 
which can be expressed by equation (2). 

 
1

( ) ( )
N

N DT i

i

h x N h x
=

=   (2) 

In the equation, hi(x) represents a decision tree, and 
NDT denotes the total number of decision trees. 

Within the random forest, the observed data in each 
branch of the decision tree is divided into left and right 
paths based on a threshold of model input variables. In 
the case of a regression tree, the dataset is split using an 
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error metric minimization approach to obtain the 
predicted values at the leaf nodes. By aggregating 
numerous decision trees, the random forest model can 
approximate highly complex non-linear surfaces, making 
it a robust tool for addressing intricate non-linear 
regression and classification problems. 
2.3.3 Extreme Gradient Boosting (XGBoost)  

Extreme Gradient Boosting (XGBoost) is a machine 
learning algorithm that is widely used for regression and 
classification tasks. It is an enhanced version of the 
gradient boosting algorithm that combines the strengths 
of both gradient boosting and random forest 
techniques[17]. XGBoost is known for its high accuracy 
and efficiency in handling large datasets. It uses a 
gradient boosting framework, where weak prediction 
models, typically decision trees, are sequentially trained 
to correct the errors made by the previous models. The 
algorithm optimizes an objective function by minimizing 
the loss function and adding regularization terms to 
prevent overfitting. One key feature of XGBoost is its 
ability to handle missing values in the dataset. It 
automatically learns the best direction to take when 
encountering missing values during training, reducing 
the need for data preprocessing. XGBoost also provides 
various hyperparameters that can be tuned to improve 
model performance, such as the learning rate, maximum 
tree depth, and number of boosting rounds. Additionally, 
it supports parallel processing, making it suitable for 
large-scale applications. Overall, XGBoost is a powerful 
and versatile algorithm that has gained popularity in 
various domains, including finance, healthcare, and 
natural language processing, due to its exceptional 
performance and flexibility. 
2.3.4 Symbolic Regression (SR)  

Symbolic Regression is a machine learning technique 
that aims to discover mathematical expressions that best 
fit a given dataset. It automatically searches for the 
optimal mathematical equation that represents the 
underlying relationship between the input variables and 
the target variable, without relying on predefined 
functional forms[18]. The algorithm starts with a 
population of randomly generated mathematical 
expressions, which are evaluated and assigned fitness 
scores based on how well they fit the training data. The 
fittest individuals are selected for reproduction, and 
genetic operators such as crossover and mutation are 
applied to create new offspring. This process continues 
iteratively, with the population evolving and improving 
over generations. Symbolic Regression has been 
successfully applied in various domains, including 

physics, biology, finance, and engineering, where the 
underlying relationships are often complex and not easily 
captured by traditional regression models. The 
discovered symbolic models can provide valuable 
insights into the underlying mechanisms and 
relationships within the data, enabling better 
understanding, prediction, and decision-making. 
 

3. RESULTS AND DISCUSSION 

3.1 Calculation methods for feature scaling and model 
performance indicators 

Feature scaling of the input feature is an essential 
step to eliminate differences between variables of 
different orders of magnitude. Standardization scales the 
data by means and standard deviations, as shown in 
equation (3). Normalization scales the data by maximum 
and minimum values, as shown in equation (4). 

 
,1

i
i

x
x





−
=  (3) 

 min
,2

max min

i
i

x x
x

x x

−
=

−
 (4) 

In the equations above, xi denotes the original data 
corresponding to row i of variable x in the dataset, μ 
denotes the mean value of variable x, σ denotes the 
standard deviation of variable x, xi,l is the data after 
standard deviation normalisation of row i of variable x, 
xmin denotes the minimum value of variable x, xmax 
denotes the maximum value of variable x, and xi,2 is the 
normalised data of row i of variable x. 

In this paper, the SAGD performance forecasting 
model uses the root mean square error (Ermse) to train the 
model, as in equation (5). In addition, the coefficient of 
determination (R2) is used to evaluate the model as 
shown in equation (6). 
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1
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m
i i
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= −  (5) 
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
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In the equations above, ŷ(i) is the predicted value of 

the model, y(i) is the actual value, m is the number of 
samples in the dataset that need to be evaluated and 
measured, and 𝑦̅  denotes the average value of the 

actual value y(i). 
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Table 2 Values of hyperparameters used for ANN model 
Number Symbols Description 

1 Input Layer 
The model starts with an input layer 

that expects input data with 12 
dimensions. 

2 Dense Layer 1 
This layer is a fully connected layer 
with 30 units/neurons. It uses the 

ReLU activation function. 

3 
Dropout 
Layer 1 

This layer applies dropout 
regularization with a rate of 0.1, 
meaning 10% of the inputs are 

randomly set to 0 during training to 
prevent overfitting. 

4 Dense Layer 2 
This layer is another fully connected 
layer with 40 units/neurons. It also 
uses the ReLU activation function. 

5 
Dropout 
Layer 2 

This layer applies dropout 
regularization with a rate of 0.1. 

6 Output Layer 

This layer is the final layer of the 
model. It has 1 unit/neuron and uses a 

linear activation function. This 
indicates that the model is performing 

regression. 

7 Optimizer 
The model uses the Adam optimizer 
with a learning rate of 0.001 and a 

decay rate of 0.00001. 

8 
The loss 

function used 
for training 

Mean squared error (MSE) 

9 
The model 

architecture 

The model architecture consists of two 
fully connected layers with dropout 

regularization applied between them, 
and a final output layer for regression. 

 
Table 3 Values of hyperparameters used for RF model 

Symbols Functionality of Hyperparameters 
Optimized 

values 

bootstrap 
It specifies whether bootstrap 

samples are used when building 
trees. 

TRUE 

max_depth 
It sets the maximum depth of 

each decision tree. 
202 

max_features 
It determines the number of 
features to consider when 
looking for the best split. 

'auto' 

min_samples_lea
f 

It sets the minimum number of 
samples required to be at a leaf 

node. 
1 

min_samples_spl
it 

It sets the minimum number of 
samples required to split an 

internal node. 
3 

n_estimators 
It specifies the number of trees 
to be built in the random forest 

ensemble. 
832 

 
Table 4 Values of hyperparameters used for XGBoost 

model 

Symbols Functionality of Hyperparameters 
Optimized 

values 

colsample_bytree 
It specifies the fraction of columns 
to be randomly sampled for each 

tree. 
0.8 

gamma 
It controls the minimum loss 
reduction required to make a 

0 

further partition on a leaf node of 
the tree. 

learning_rate 
It determines the step size at each 

boosting iteration. 
0.03 

max_depth 
It sets the maximum depth of each 

decision tree. 
3 

min_child_weight 
It defines the minimum sum of 

instance weight needed in a child. 
2 

n_estimators 
It specifies the number of boosting 

rounds (trees) to be built. 
2000 

reg_alpha 
It is the L1 regularization term on 

the weights. 
0.001 

reg_lambda 
It is the L2 regularization term on 

the weights. 
1 

subsample 
It specifies the fraction of the 

training instances to be randomly 
sampled for each tree. 

0.9 

 
Table 5 Values of hyperparameters used for SR model 

Symbols Functionality of Hyperparameters 
Optimized 

values 

population_size 
The number of individuals in each 

generation of the genetic 
programming algorithm. 

10000 

generations 
The number of iterations or 
generations for the genetic 

programming algorithm. 
100 

stopping_criteria 
The fitness value at which the 

genetic programming algorithm 
stops evolving. 

0.01 

p_crossover 
The probability of performing 

crossover operation during 
evolution. 

0.7 

p_subtree_mutation 
The probability of performing 

subtree mutation operation during 
evolution. 

0.1 

p_hoist_mutation 
The probability of performing hoist 

mutation operation during 
evolution. 

0.05 

p_point_mutation 
The probability of performing point 

mutation operation during 
evolution. 

0.1 

max_samples 
The proportion of samples used for 

building each generation of 
individuals. 

0.9 

verbose 
The level of verbosity for the 

output. 
1 

parsimony_coefficie
nt 

The coefficient used to balance the 
complexity and fitness of the 

model. 
0.01 

random_state 
The seed used for random number 

generation. 
0 
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3.2 Impact of two data scaling methods on model 
performance 

 
Fig. 2. The Impact of two data scaling methods 
(indicators: coefficient of determination) 

The grid search method was employed to find the 
optimized hyperparameter values for four algorithm 
models. The hyperparameter optimization values for the 
four machine learning algorithms used in this study are 
presented in Tables 2 to 5, respectively. To quantitatively 
assess the significance of two data scaling methods, the 
model's prediction performance is compared under 
three scenarios: dataset standardization, normalization, 
and no transformation. It is important to note that the 
performance prediction models, employing different 
algorithms, are trained with optimized hyperparameters. 
Figure 2 and Figure 3 evaluate the model performance 
using the root mean square error and coefficient of 
determination metrics, which are calculated on the 
entire dataset. 

 
Fig. 3. The Impact of two data scaling methods on 
Model (indicators: Root mean square error) 

The results indicate that both standardization and 
normalization significantly improve the performance of 
the artificial neural network model, with standardization 
being more effective. However, for the integrated 
learning models examined in this study (random forest 
and extreme gradient boosting tree), the impact of data 
scaling methods on performance improvement is 

minimal. Interestingly, for models based on symbolic 
regression algorithms, not applying data scaling actually 
yields the best results. 

3.3 Comparing production performance prediction 
models based on different machine learning 
algorithms 

It is worth mentioning that the yield prediction 
models based on different algorithms are trained with 
optimized hyperparameters and utilize the best data 
scaling methods. The results of the root mean square 
error (Ermse) and the coefficient of determination (R2) on 
the training, the test and overall dataset are shown in 
Table 6. 

Table 6 Comparison of results from different production 
performance prediction models after applying the optimal 
scaling method and optimizing parameters 

Performance 
forecasting 

model 
Data set Ermse R2 

Random 
forest 

Training set 12071 0.96 
Test set 19488 0.74 
Overall 14269 0.94 

Extreme 
Gradient 
Boosting 

Training set 10443 0.97 
Test set 19447 0.74 
Overall 9861 0.97 

Artificial 
neural 

network 

Training set 4802 0.99 
Test set 8279 0.89 
Overall 7535 0.98 

Symbolic 
Regression 

Training set 15615 0.93 
Test set 11342 0.91 
Overall 14636 0.93 

 
The different production prediction models all 

achieved good prediction accuracy in overall dataset 
(R2>0.93), which indicates that the production prediction 
models can fit the non-linear relationship between the 
SAGD production-related data well. The difference 
between the training set Ermse and the test set Ermse 
shows that the random forest model and the extreme 
gradient boosting tree model have more severe 
overfitting problems than the neural network model in 
this paper. The overall prediction results show that both 
the artificial neural network algorithm and symbolic 
regression algorithm have significant advantages and are 
more suitable for the SAGD production prediction 
problem in this paper. 

3.4 Analysis of factors influencing yield 
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Fig. 4. Impact assessment graph of production-

related factors (Correlation plot for the SAGD combined 
dataset) 

Based on the dataset established in the previous 
section, a correlation plot between 13 variables is 
generated by using the Pearson correlation coefficients 
between variables, as shown in Figure 4. The values and 
colours on the squares in the plot reflect the magnitude 
of the correlation between individual pairs of variables, 
with high positive values in the plot indicating a strong 
positive correlation between two parameters and low 
negative values indicating a strong negative correlation 
between two parameters. A strong negative linear 
correlation is observed between POR (porosity) and SW 
(water saturation), and a strong positive linear 
correlation is observed between CO (cumulative oil 
production at the end of the main production period) 
and CSI2 (cumulative steam injection at the end of the 
main production period). 

It is worth noting that the Pearson correlation 
coefficient only reflects the degree of linear negative or 
positive association between a factor and production 
performance, and the degree of association is not exactly 
equivalent to the degree of importance. Therefore, in 
order to reasonably utilize the machine learning models 
based on various algorithms established in this paper to 
explore the importance of various production influencing 
factors, this section proposes a method for calculating 
the importance of yield influencing factors based on 
production performance forecasting models. This 
method is referred to as Evaluation of Root Mean Square 
Error Change (EOCRMSE) in this paper. In the EOCRMSE 
method, the contribution of a feature variable to the 
model is evaluated by observing the change in the 
model's root mean square error (RMSE) when the 
feature variable is removed. If the removal of a feature 
variable leads to a significant increase in the model's 
RMSE, it can be considered as an important variable for 
the model's performance. Conversely, if the removal of a 

feature variable results in minimal change in the model's 
RMSE, it can be inferred that the variable has a minor 
contribution to the model's performance. The EOCRMSE 
method enables machine learning researchers to identify 
and select feature variables that have a significant 
impact on model performance, thereby enhancing the 
accuracy and interpretability of the model. The results of 
the importance of input variables obtained for the three 
models are transformed into percentage form. In 
addition, the average importance is calculated based on 
the results of the importance of the input variables for 
different models, and the final results are shown in 
Figure 5. As can be seen from the figure, for the dataset 
used in this paper, the top five factors in descending 
order of importance based on the average importance of 
the input variables are CSI2 (cumulative steam injection 
at the end of the main production period), LE (effective 
length of the horizontal well section), average steam 
injection pressure of the main production period (MSIP), 
hydrocarbon pore volume height (HPVH), and effective 
thickness (H). 

 
Fig. 5. Impact assessment graph of production-

related factors (Importance of production-related 
factors for different models obtained using the CRMSE 
method) 

4. CONCLUSIONS 

Analysis of the forecasting results obtained from 
different models leads to the following conclusions. 

(1) The study found that standardization and 
normalization significantly enhance the performance of 
the artificial neural network model, with standardization 
being more effective. However, the impact of data 
scaling on integrated learning models (random forest 
and extreme gradient boosting tree) is minimal. 
Interestingly, for models based on symbolic regression 
algorithms, not using data scaling yields the best results. 

(2) Both artificial neural network and symbolic 
regression algorithms demonstrate significant 
advantages and are suitable for predicting SAGD 



8 

production. However, the symbolic regression model can 
derive analytical expressions that describe the input-
output relationship, which are easy to interpret and 
apply. This suggests that symbolic regression algorithms 
may be preferable to artificial neural network 
algorithms. 

(3) The top five factors with the greatest impact on 
cumulative oil production at the end of the main 
production stage in SAGD, ranked in descending order of 
importance, are CSI2 (cumulative steam injection volume 
at the end of the main production stage), LE (effective 
length of the horizontal well section), MSIP (mean steam 
injection pressure during the main production stage), 
HPVH (height of the hydrocarbon pore volume), and H 
(effective thickness). 
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