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ABSTRACT

This article presents a two-dimensional axis-

symmetric computational fluid dynamics (CFD) simu-

lation of a three-stage travelling wave thermoacoustic

engine using ANSYS FLUENT. The model incorporates

porous media submodels to represent heat exchangers

and regenerators, operating at a heating temperature

of 600 K and an ambient temperature of 293 K, with

helium as the working fluid stabilised around 3MPa

mean pressure. In comparison to traditional network

models (NM), CFD yields accurate results in solving the

flow field and captures higher-order details in the fluid

domain.

Keywords: computational fluid dynamics (CFD),

thermoacoustic, refrigeration, engine

1. INTRODUCTION

Thermoacoustics has been considered an alternative

technology for sustainable energy generation and conver-

sion using low temperature heat [1]. Such systems op-

erate by converting thermal energy into acoustic work,

without any moving parts. In thermoacoustic cooling sys-

tems, the acoustic work can be used to power an acoustic

refrigeration system. A significant breakthrough in the ef-

ficiency of such systems was achieved by de Block et al.

[2] by using the concept of travelling wave thermoacous-

tic systems, which demonstrate the potential for signific-

antly improved efficiency.

Recent research on thermoacoustic devices has pre-

dominantly focused on achieving three key objectives:

lowering the onset temperature, enhancing efficiency,

and increasing the power-to-volume ratio. These factors

are crucial for reducing overall costs and making the sys-

tem commercially viable [3, 4]. Researchers have ex-

plored various configurations to attain these goals, such

as utilising higher mean pressure and more compact core

components [5, 6, 7, 8], incorporating liquid resonators to

increase the momentum [9, 10], and introducing phase-

changing materials to utilise their latent heat [11, 12].

Despite active research, the evolution of designs remains

slow, and there is a large research gap to close before it is

economically competitive with conventional cooling tech-

nology.

As the complexity of these systems grows, model-

ling them becomes increasingly challenging. While the

one-dimensional network models (NM) using DELTAEC

[13] have been employed for low-pressure conventional

thermoacoustic systems, DELTAEC lacks the functionality

needed for additional components. Researchers have ex-

plored various computational fluid dynamics (CFD) ap-

proaches tomodel thermoacoustic systems. This includes

two-dimensional simulations of various travelling wave

systems using commercial software [14, 15, 16], and one-

dimensional simulations [17]. However, reliable valida-

tion of the thermoacoustic system design still has to be

carried out using experiments, as one-dimensional sys-

tems lack the necessary detail to capture the fluid mech-

anical losses of variable device geometries. As compu-

tational resources become more efficient and affordable,

further validation of one-dimensional models using CFD

for designing novel thermoacoustic systemswould, there-

fore, benefit the research efforts.

In this article, we present the configurations and ini-

tial findings of two-dimensional CFD calculations of a trav-

elling wave thermoacoustic engine using the Reynolds-

Averaged Navier-Stokes (RANS) method via ANSYS FLUENT

[18], and compare it against an NMwith the same heating

and ambient gas-phase temperatures.

2. METHODOLOGY

2.1 System configuration

Fig. 1 illustrates a three-stage loop engine design used

in the calculations. Each stage of the engine consists of a

thermoacoustic core with a cone at each end and a reson-
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(a) Overall schematic of the thermoacoustic engine.
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(b) Arrangements of the components in a thermoacoustic core.

Fig. 1. Schematics of the thermoacoustic engine system.

ance tube (RT). A thermoacoustic core is formed by con-

necting an ambient temperature heat exchanger (AHX),

a regenerator (REG), a high-temperature heat exchanger

(HHX), a thermal buffer tube (TBT), and a secondary AHX

(SAHX) in series. Three identical stages are in turn con-

nected to form a loop. This system is designed to oper-

ate around a heating temperature at 600 K, ambient tem-

perature at 293 K, andmean operating pressure of helium

working fluid at 3MPa. The dimensions of the overall sys-

tem and the corresponding heat exchanger parameters

are listed in Tab. 1, where � is porosity, rh is hydraulic dia-
meter, Dwir is wire diameter, and �wal is wall thickness.

2.2 CFD model

We employ a finite volume commercial CFD solver,

ANSYS FLUENT to conduct the simulation. The finite

volume scheme solves for the balance of the set of conser-

vation equations in each computational cell. In our simu-

lation, the conservation of mass (1), momentum (2), and

energy (3) [19] are employed as follows,

)
)t
(��) + ∇ ⋅ (��u) = 0, (1)

)
)t
(��u) + ∇ ⋅ (�u�u) = −�∇p + ∇ ⋅ (��) + Sp, (2)

)
)t
(��Et) + ∇ ⋅ (�u�Et) =

− ∇ ⋅ (�pu) + ∇ ⋅ (�k∇T) + ∇ ⋅ (�u ⋅ �) + Sq.
(3)

In the conservation equations, velocity vector u, density
�, pressure p of the fluid, total energy Et, temperature T,
conductivity k, and viscous stress tensor � are used. The

correlation �u correlates the velocity to the volumetric

flow rate per unit enclosure tube area (independent from

porosity).

Porous media models are used to represent the heat

exchangers and regenerators. A porous medium is math-

ematically constructed using a scalar porosity represent-

ing the fluid volume per unit volume of cell, and an associ-

ated velocity. Themomentum source term Sp and energy
source term Sq in the porous cells (both 0 in non-porous

cells) are given as [18],

Sp = − (
�2�
� u +

�3C2
2 �|u|u) , (4)

Sℎ = ℎfsAfs(Tf − Ts), (5)

where Tf, and Ts are the temperatures of fluid and solid

zones. The inputs to the porous medium model are vis-

cous resistance 1∕�, inertial resistance C2, heat transfer

Unit Part D [mm] l [mm] Other dimensions

Engine

core

Cone 13 ↔ 50 100 Diameter changes linearly

AHX

50

40 Plate-fin, � = 20%, rh = 0.5mm.

REG 75 � = 75%, Dwir = 52 µm.

HHX 50 Plate-fin, � = 20%, rh = 0.5mm.

TBT 75 �wal = 5mm.

SAHX 40 Plated-fin, � = 20%, rh = 0.5mm.

Resonance tube RT 13 3000 -

Tab. 1. Component dimensions and characteristics for simulation of the thermoacoustic engine.
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Part
1
�
[m−2] C2 [m−1] Afs [m−1] ℎfs [Wm−2 K−1]

AHX 6×107 0 440
Nu k
4rh

REG 4.4×109 1.7×104 19 231
�ℎPr 1∕3k

4rh
(1 + Re

4
5 )

HHX 6×107 0 440
Nu k
4rh

SAHX 6×107 0 440
Nu k
4rh

Tab. 2. Values used for porous media configurations.

0.48m
Stage 1

 surface A

Stage 2 Stage 3
Periodic
boundary

Axis of rotation

1.50m 1.50m 3.48m
 surface B  surface C

Fig. 2. Layout of the two-dimensional computational model

(not drawn to scale, note that surface C is at the midpoint of

an RT).

coefficient between fluid and solidℎfs, and interfacial area
density (inverse length) between fluid and solid zonesAfs,

which is defined by

Afs =
�
rh
,

as a function of porosity � and hydraulic diameter rh.
These values are listed in Tab. 2.

In Tab. 2, ℎfs used the corrections between the non-

dimensional Nusselt numbers Nu and Reynolds numbers

Re. �ℎ is a geometry correction functionbasedonporosity

[20]. In the REG tested [13],

�ℎ = 3.81 − 11.29� + 9.47�2,

rh,REG = Dwir

�
4(1 − �)

,

and Nu = 7.541 in plate-fin heat exchangers [21].

To reduce computational costs, we simplify the three-

dimensional loop of tube components to an axis-cylin-

drical CFDmodel. In this CFDmodel, the two-dimensional

axis-cylindrical mesh consists of all three stages, and each

end of this mesh is connected by a pair of periodic bound-

ary conditions. The periodic boundary condition allows

information to travel in the same manner as in a looped

structure. The layout of a slice of the mesh is shown in

Fig. 2. Other wall boundary conditions used in the CFD

calculations are listed in Tab. 3.

The numerical schemeused for the CFD calculations is

listed in Tab. 4. Weapply pressure-implicitwith splittingof

Zone Tw [K] qw [W/m2] Wall material

AHX solid 298 - Copper

AHX fluid - 0 Copper

REG - 0 Stainless steel

HHX solid 600 - Copper

HHX fluid - 0 Copper

TBT - 0 Stainless steel

SAHX solid 298 - Copper

SAHX fluid - 0 Copper

Cone 298 - Stainless steel

RT 298 - Stainless steel

Tab. 3. Wall boundary conditions and configurations in the CFD

model.

CFD software FLUENT 2023 R1

Working fluid Ideal helium, 3.0MPa

Geometry space
Two-dimensional

axis-symmetric

Transient formulation Second-order implicit

p-v coupling

PISO,

skewness correction = 0,

neighbour correction = 1

Pressure differencing PRESTO!

Spatial discretisation Second-order upwind

Turbulence model Realizable k–�
Number of cells 18×104

Time-step size 5×10−4 s

Tab. 4. Numerical scheme used for the CFD calculations.

30.00 30.01 30.02 30.03 30.04 30.05
𝑡 [s]

−2

−1

0

1

2

𝑝
[P
a]

×105

Number of cells
9.2×104 18×104 28×104

1
Fig. 3. Pressure oscillation at surface A with different numbers

of cells.
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operators (PISO) algorithm for pressure and velocity coup-

ling, while disabling skewness correction due to its negat-

ive impact on transient results as a numerical source term.

This combination ensures accuracy and efficiency in the

computation. The realizable k–� model calculates turbu-

lence, providing a better solution in cases with large pres-

sure gradients. Results from time and grid independence

tests suggest that the tabulated cell size andtime-step size

yield the best results while utilising reasonable compu-

tational resources. The total number of cells is 18×104,

withmean grid lengths of 1.0×10−3mat core components

and 1.5×10−3mat RTs, while boundary cells are refined to

around 1.5×10−4m in length. Fig. 3 plots the pressure os-

cillation at surface A (location shown in Fig. 2) at different

numbers of cells with finer and coarsermesh size settings.

The change in pressure amplitude is minimal with further

refinement beyond 18×104 cells.

2.3 NM configuration

The one-dimensional NM is constructed and solved

with DELTAEC [13]. DELTAEC solves the linearised, peri-

odic governing equations by assuming all oscillations are

sinusoidal and at their primary resonance [22, 1]. It solves

the one-dimensionalised perturbed equations in the fre-

quency domain. It simplifies the model with radially-

averaged properties [13, 22], the enthalpy of the fluid is

unchanged in all components outside HXs, and no tem-

perature gradient exists outside REG and TBT [23].

We use an equivalent NM model as a benchmark for

comparison with CFD. In this equivalent model, the mean

pressure is set to the CFD steady-statemeanpressure, and

the fluid temperature across each heat exchanger is as-

sumed to be constant, matching the temporal and volu-

metric mean fluid temperature in the CFD of the respect-

ive heat exchanger.

3. RESULTS

Fig. 4 demonstrates the transient responses of the

cross-sectional averaged values of pressure and volumet-

ric flow rate during the establishing of steady-state acous-

tic oscillations between 0 s and 30 s, measured at surface

A (location shown in Fig. 2). Contours of temperature T
and axial velocity ux during the onset process are illus-

p [Pa] TAHX [K] THHX [K] TSAHX [K]

3.11×106 324.1 532.7 355.9

Tab. 5. CFD steady-state averaged values in pressure and tem-

perature.

0.0 0.5
0
2

![Pa]

×105

10 20 300.0 0.2 0.4 0.6 0.8 1.0" [s]
0.000.250.500.751.00

0.0 0.5
−50
5

![m3
s−1 ]

×10−3

10 20 300.0 0.2 0.4 0.6 0.8 1.0" [s]
0.000.250.500.751.00

Fig. 4. Transient responses of pressure (offset from 3×106 Pa)

and volumetric flow rate during the onset process measured at

surface A.

0.4 s0.5 s0.6 s0.7 s0.8 s0.9 s [K]
(a) Temperature at different times.

1.0500 s1.0525 s1.0550 s1.0575 s [m/s]
(b) Axial velocity at different times.

Fig. 5. Variables at different times during the onset process.
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Fig. 6. Transient responses of volumetric flow rate and pressure

oscillations at different locations compared to sinusoidal.

Method f [Hz] ∆Eac [W]

CFD 65.00 101.90

NM 69.80 124.82

Method QAHX [W] QHHX [W] QSAHX [W]

CFD −636.33 2387.39 −1379.50

NM −301.73 603.46 −301.73

Tab. 6. Steady-state averaged values in oscillation and thermal

variables.

trated in Fig. 5. The amplitudes of perturbations amplify

significantly between t = 0.4 s and t = 0.6 s, indicat-
ing the triggering of acoustic oscillations. Subsequently,

the amplitudes begin to reduce until around t = 3 s, due
to the transient response of heat transfer to the estab-

lishing oscillating flow. The temperature in REG redistrib-

utes in response to the change in heat transfer and causes

the mean pressure of oscillation to increase further until

around t = 20 s. A steady-state oscillation is maintained

after around t = 20 s.

Fig. 6 plots the normalised pressure and volumetric

flow rate at steady-state, sampled at two oscillation peri-

ods, measured at surfaces A, B, and C (locations shown in

Fig. 2), along with a fitted sinusoidal wave. The pressure

oscillation near the core (surfaces A and B), and volumet-

ric flow rate in RT (surface C) closely follow the sinusoidal

wave, while the pressure in RT is non-sinusoidal. The volu-

metric flow rate at both cones is slanted due to the con-

traction and expansion flow area, and these effects can

also be observed as the jets appear in Fig. 5.
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Fig. 7. Axial distribution of variables across one stage calculated

by CFD and NM.
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Tab. 5 lists the volumetric and temporal mean val-

ues of system pressure and heat exchanger component

temperatures in working fluid when the system is under

steady-state oscillation. These values are also used in the

NM equivalent case for comparison.

The axial distributions of variables along a single

stage, produced by both CFD calculations and NM, are

plotted in Fig. 7. The axial distributions root mean square

(rms) values of pressure prms and volumetric flow rate

Urms, closely match between CFD and equivalent NM.

Volumetric flow rate Urms experiences a small reduction

near the boundary with AHX in REG, likely attributed to

the temperature gradient and the turbulent effects from

an abrupt change in velocity due to the porosity differ-

ence. Similarly, turbulent effects may be the cause of

the spike in Urms around the boundary between TBT and

SAHX. Acoustic power Eac, impedance Zac, and phase dif-

ference betweenp andU,�pU , are derived fromp andU,

thus these variables also match closely between CFD and

NM. Mean temperature T in RT is lower in CFD than NM.

CFD resolves the boundary condition at 298 K, whereas

NM does not consider heat transfer outside heat ex-

changers. Furthermore, CFD results demonstrate the cap-

ture of changes within the components, such as the tem-

perature distributions across the heat exchangers, which

are assumed as constants by NM. These results demon-

strate the capability of CFD to accurately resolve the flow

field and highlight its potential to handle more complex

cases with higher non-linear behaviours. These verify the

user case of CFD in optimising the system at a component

level.

Other results produced by both CFD and NM, includ-

ing frequency f, change in acoustic power across the en-

gine cascade ∆Eac, and thermal power inputs to heat ex-

changers Q, are tabulated in Tab. 6. The difference in fre-

quency ismainly due to the variation in temperature along

RT, which affects the speed of sound by around 5%. The

other results show a greater difference; thus, further in-

vestigations into the configurations of heat transfer para-

meters across solid and fluid domains in porousmedia are

needed.

4. CONCLUSIONS

In this article, we explored the potential and neces-

sity of developing and simulating thermoacoustic systems

using CFD. Through an investigation of a sample case

involving a thermoacoustic engine, we could determine

best practices for meshing the system, identifying por-

ous media equations, and formulating their parameters

in constructing a CFD model. In this particular CFD study,

• the optimal cell number is 18×104, corresponding

to grid lengths of 1.0×10−3m at core components

and 1.5×10−3m at RTs, with boundary cells refined

to around 1.5×10−4m;

• transient behaviours of the onset process are ob-

served, and the system stabilises at a mean pres-

sure of 3.11×106 Pa around t = 20 s, with non-

sinusoidal oscillations of the cross-sectional aver-

aged variables and non-linear behaviour of variables

across the components;

• the axial distributions of CFD results closely match

the equivalent NM constructed using the same av-

eraged fluid temperatures, suggesting that the flow

field is correctly resolved;

• CFD can capture higher levels of detail than NM in all

variables;

• the CFD results demonstrate greater heat inputs, im-

plying the potential for further investigations.
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