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Abstract—Building energy consumption prediction is 
important in energy system management, building operation, 
and energy supply planning. This study proposes a novel 
model with attention based seq2seq method, which is a deep 
learning algorithm, to improve the prediction performance. 
The developed model is performed with experiment on a real 
energy profile data of an office building in Shenzhen, China. 
The prediction performance of the proposed hybrid model is 
evaluated with indicators of MSE, RMSE, MAE and SMAPE. 
The results demonstrate that attention mechanism can 
improve the prediction performance of model whose input are 
time series. Compared with the metrics of prediction result of 
other models, the MSE, RMSE, MAE, SMAPE of prediction 
result of proposed model decrease by more than half percent. 

Keywords—energy consumption prediction, seq2seq 

model, attention mechanism, LSTM 

I. INTRODUCTION 

The prediction of building energy consumption has 
been considered not only challenging but also significant. 
The increasing population extend the demand of energy , 
and the building energy consumption takes a great 
percentage of the whole energy consumption in worldwide 
[1] .The accurate prediction of short term building energy
consumption can help to optimize the operation of building
energy system(BES) [2] while the accurate prediction of
long term building energy consumption is able to give a
guide to the policy and strategy making for government and
energy providers [3]. For example, the energy supplier can
make more reasonable electricity price [4] by the prediction
of energy consumption and the government can take
measures to allocate the energy more efficient [5] and aid
energy saving [6] according to the result of energy
consumption prediction, thus benefiting the environment,
promoting the economy and supporting the sustainable
development of society [7].

There are many methods related to building energy 
consumption proposed, such as SVM, MLP, random forest. 
In recent years, attention mechanism attracts many 
researchers’ attention for its great performance in many 
time series prediction tasks. [8] Additionally, convolutional 
neural network and long short term memory neural 
networks always have good performance in prediction 
tasks in many areas like traffic flow prediction, stock price 

prediction, emotion prediction, computer vision areas(cv) 
and natural language processing [9]. There are many 
approaches related to building energy consumption, but 
there are still limitations that hamper the prediction 
performance. Most models need to be iterated step by step 
to predict energy consumption, and they can not maintain 
accuracy as the prediction time becomes longer. The data 
in different time windows are not given different weight of 
attention while they have different degree of importance to 
the output. Additionally, hybrid deep learning algorithm 
has been less considered which can combine the 
advantages of different algorithms. In order to overcome 
these shortcomings, we proposed a novel attention-based 
seq2seq model. The main contributions of this are as 
follows: 

• We combine the attention mechanism and Seq2seq
model to improve the performance of building
energy consumption prediction.

• We design different time windows to predict the
energy consumption of longer time lengths at one
forward prediction, and carry out experiments on a
real dataset of office building in Shenzhen.

• The proposed model is compared with current
prediction models including SVM, MLP, LSTM,
CNN-LSTM, attention-based LSTM based on case
study.

The remainder of this paper is organized as follows: 
Section 2 reviews the related work about building energy 
consumption prediction. Section 3 introduces the specific 
implementation methodology and the data preparation process. 
Section 4 describes the development of A-seq2seq model and 
experimental detail. Section 5 presents the result. Section 6 
draws the conclusion. 

II. RELATED WORK

Many researchers study the prediction of energy 
consumption. The main approaches to predict the building 
energy consumption can be classified into two categories: 
physical modelling approaches and data driven approaches 
[3]. Physical modelling approaches predict energy 
consumption based on complex physical functions, physical 
theories and many parameters related to energy system, 
weather conditions, occupant behavior. These parameters are 
hard to be available. As the population increases and the 

Paper ID APEN-MIT-2021_118 
Applied Energy Symposium: MIT A+B 
August 11-13, 2021 • Cambridge, USA

ISSN 2004-2965 Energy Proceedings, Vol. 17, 2021



development of technology, there are increasingly huge 
amount of energy data and the ability of collecting, storing, 
analyzing of these data has also be improved. Therefore, data 
driven method is a more practical and easier to perform 
approach with excellent performance in many studies. 
Erickson reviewed the applications of data science for 
different building energy management tasks, like prediction 
of building energy load, building operation  optimization, 
economic analysis of electric consumption, and fault 
detection and prevention [10]. Data driven method includes 
statistical method, machine learning method and deep 
learning method. The statistical methods used to predict the 
energy consumption are mainly regression related method, 
including multiple variable linear regression, ordinary least 
squares regression, autoregressive (AR) [11], and 
autoregressive integrated moving average(ARIMA) [12]. 
However, the statistical method depends on historical data 
heavily and it is hard to deal with the complex and the trend 
and fluctuation of energy consumption data [13]. Compared 
with statistical method, machine learning are more flexible 
and can deal with the complex nonlinear relationship. 
Machine learning is widely used in energy consumption 
prediction currently and have better performance than 
statistical methods. Support vector machine [14, 15], Back 
propagate neural network [16-18] , Xgboost are common 
machine learning methods to predict the energy consumption. 
Dong et al. used SVM to predict building electrical energy 
consumption every month in tropical areas [19]. Li et al. 
proposed SVM have superior accuracy compared with 
conventional BPNN in predicting the cooling load in office 
building [20]. In addition, some researchers make some 
improvements for energy consumption prediction method 
based on machine learning methods. Some researchers have 
improved these machine learning methods by combining 
these models. Li et al. proposed artificial neural network 
(ANN) and hybrid Genetic Algorithm-Adaptive Network-
based Fuzzy Inference System (GA-ANFIS) to predict 
building energy consumption [21]. The research indicate the 
result of using GA-ANFIS are more accurate than that of 
using ANN. Fan et al. Combined the Self Organized Map 
(SOM) and SVM to predict the short term load [22]. The 
result shows that the hybrid model perform better than the 
single model. With the development of deep learning, the 
prediction accuracy and efficiency of deep learning in some 
areas have exceeded that of traditional machine learning [23], 
and there are also some researchers apply it to the area of 
energy consumption prediction. The deep learning methods 
used to predict energy consumption are mainly Convolutional 
neural network(CNN) and Recurrent neural network (RNN), 
and compared with CNN, RNN considers the 
interdependence between different hidden states, it can input 
hidden states of t-1 step and raw features into t step. Kreider 
et al. used recurrent neural network to predict energy 
consumption for building heating and cooling. [24] However, 
RNN has the problems of gradient disappearance and 
gradient explosion. Additionally, RNN neither capture well 
periods in time series nor handle well missing values, and 
many real energy consumption data are periodic and contain 
missing values [5]. Based on the original RNN, Long short-
term memory (LSTM) network [25] and Gated recurrent 
neural network (GRU) [26] are proposed to alleviate the 
problem of gradient disappearance by introducing gating 

mechanism. Jian Qi Wang construct a LSTM to predict the 
long-term energy consumption, the result shows it perform 
better than ARMA, ARFIMA, BPNN on the test data [27]. 
There are also some researches using the hybrid method of 
deep learning. Tae-Young Kim etal. propose a CNN-LSTM 
neural network to predict the residential energy consumption 
which can extract both spatial and temporal features [28]. 
Fath U Min UIIah etal. combine CNN and multi-layer bi-
directional LSTM to predict the short term residential power 
energy frequency [29]. However, LSTM still have limited 
memory and it is hard to capture long term input and consider 
different importance of each time step. With the development 
of deep learning, Seq2Seq model and attention mechanism 
are proposed which are used in the area of translation. The 
combination of Seq2Seq and attention mechanism can better 
deal with the sequential data, extract the information of 
sequential data and represent it. However, few researchers 
have applied it to the energy consumption prediction. To 
address this gap, this study combine the Seq2Seq model and 
attention mechanism to improve the building energy 
consumption prediction. 

III. METHODOLOGY 

A. LSTM  

Define abbreviations and acronyms the first time they are 
used in the text, even after they have been defined in the 
abstract. Abbreviations such as IEEE, SI, MKS, CGS, sc, dc, 
and rms do not have to be defined. Do not use abbreviations 
in the title or heads unless they are unavoidable. 

LSTM is a recurrent neural network proposed by 
Hochreiter and Schmidhuber to solve the gradient 
disappearance in traditional recurrent neural network. 
Different from traditional recurrent neural network, it 
introduces the “gate mechanism”, which control the input and 
output for each memory cell. The “gate mechanism” include 
forget gate, input gate and output gate. Figure 1 shows the 
structure of the memory cell of LSTM. The forget gate 
determine the information discard from the state of the 
memory cell at the last moment. The input at time t and the 
output at time t-1 are used to calculate the forget gate. The 
formular of forget gate is 

𝑓𝑡 = 𝜎(𝑤𝑓[ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑓 

The input gate determines the part of information that 
should be added to the cell. The formular of input gate is 

𝑖𝑡 = 𝜎(𝑤𝑖[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖 

The candidate memory cell is  

𝐶̂𝑡 = tanh⁡(𝑤𝑐[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) 

Then, the memory cell of time t constructed by the state of 
memory cell t-1 and the candidate memory cell is calculated 
as follows 

𝐶𝑡 = 𝑓𝑡 ∙ 𝐶𝑡−1 + 𝑖𝑡 ∙ 𝐶̂𝑡 

The output gate determines the part of information that be 
conveyed to the next memory cell. The output gate is 
calculated as follows 

𝑂𝑡 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑜 
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The information of hidden layer at time t that will be 
input to the next memory cell is  

ℎ𝑡 = 𝑂𝑡 ∙ tanh⁡(𝐶𝑡) 

B. Seq2seq Model 

Seq2seq model consists of encoder and decoder. Both 
encoder and decoder consist of a series of cells, usually LSTM 
cell or GRU (Gated Recurrent Unit) cell. The encoder extracts 
the features of input and encode it into a fixed length vector 
and the decoder generate the final output. Figure 2 shows the 
structure of Seq2seq model. Seq2seq model is usually used in 
the translation task. In this model, encoder encodes all input 
sequences into a unified semantic vector context, and then 
decodes by decoder. In the decoding process, the output of the 
previous time is continuously taken as the input of the next 
time, and the decoder circularly decodes until the stop 
character is output. In our study, we take the feature sequence 
of one week (168 hours) as input, and then decode the energy 
consumption sequence of a day (24 hours). 

C. Attention mechanism  

Attention mechanism is a mechanism to calculate the 
weighted sum of values of vector set according to vector query. 
Attention mechanism was first proposed in the field of visual 
image. Google Mind team used attention mechanism in RNN 
model for image classification [30]. Then, Bahdanau et al. 
used attention mechanism to translate and align 
simultaneously in machine translation task [31]. Currently, 
attention mechanism is widely used in various NLP tasks 
based on RNN / CNN and other neural network models. 
Figure 3 shows the structure of attention mechanism. The 
attention mechanism considers the importance of different 
time steps.⁡𝑒𝑡𝑖 is the attention score that shows the similarity 
of 𝑆𝑡−1  (the hidden layer output at time t) and ℎ𝑖  (the 
hidden unit).  

𝑒𝑡𝑖 = 𝑓(𝑆𝑡−1, ℎ𝑖) 

  Then, softmax function is used to activate the attention 
score to obtain the weight 𝛼𝑡𝑖 of each hidden cell. 

𝛼𝑡𝑖 =
exp⁡(𝑒𝑡𝑖)

∑ exp⁡(𝑒𝑡𝑘)𝑘

 

  The context vector is the weighted sum of ℎ𝑖 , which is 
calculated as follows 

𝐶𝑡 = ∑𝛼𝑡𝑖ℎ𝑖
𝑖

 

  𝑆𝑡 is the hidden layer output at time t, 𝑌𝑡 is decoder output.  

𝑌𝑡 = 𝑓(𝐶𝑡 , 𝑆𝑡 , 𝑌𝑡−1) 

These formulars are used to build our model. 

IV. CASE STUDY 

A. Data Preprocessing   

The building consumption data is from an office building 
located in Shenzhen. The interval of data collection is 15 
minutes. The energy consumption includes lighting socket 
power, air conditioning power, dynamic power and special 
power. We aggregate the subitem of energy consumption by 
hour and extract the index of hour in a day which is a kind of 
time feature. According to some studies, weather also affect 
the energy consumption. Therefore, we match the weather 
condition in Shenzhen and the energy consumption according 
to the time. Finally, total 9 features are selected to be variables 
and energy consumption is the output variables. Additionally, 
we processed the raw data as follows:  

• There are some missing values of energy consumption 
in some periods and we fill them with the mean energy 
consumption in that day. 

• In order to reduce the prediction errors, we use the 
MinMaxScaler to standardize the variables. The 
formular is as follows 

𝑥𝑖𝑡 =
𝑥𝑖𝑡 −min⁡(𝑥𝑖𝑡)

max(𝑥𝑖𝑡) − min⁡(𝑥𝑖𝑡)
 

• For the categorical variable, we encode it to the 
numerical variable. The wind direction is encoded in 
our study. 

 
Fig. 1.  Memory cell of LSTM 

 
Fig. 2.  Seq2seq model 

 

 
Fig. 3.  Attention mechanism 
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B. Trend Analysis and Correlation Analysis  

The data used in this study were collected for the whole 
year, Figure 4 shows the trend of energy consumption after 
data cleaning. It can be found that the energy consumption 
follows the periodic change in some periods. It’s a time 
sequence with periodicity. The energy consumption in 
summer is generally higher than that in other seasons. In order 
to detect the relationship between variables, we do the 
correlation analysis using the Pearson correlation coefficient. 
Figure 5 shows the correlation of variables. Temperature and 
pressure have great correlation with energy consumption 
while the humidity has little correlation with energy 
consumption which is dropped. 

C. The Attention-based Seq2seq Model 

The core idea of attention-based seq2seq model is to 
combine the attention mechanism and seq2seq model to 
obtain higher prediction accuracy. In our basic seq2seq model, 
the encoder consists of two BiLSTM layers and the decoder 
consist of two BiLSTM layers and fully connected layer. 
Compared with LSTM, BiLSTM can capture both near and 
far position information. The encoder state and the 
information of the t-1 time step decoder output is the t-step 
input of the decoder. Then we add the attention mechanism 
between the encoder output and decoder output to get the 
final output. In first step, we calculate the similarity between 
the decoder output and encoder output to get the attention 
score of the encoder output. In second step, we activate the 

attention score using the softmax function to obtain the 
weight of encoder output.  
𝑥1, 𝑥2, … 𝑥𝑇  represents the encoder output. 𝛼𝑡

1, 𝛼𝑡
2, … 𝛼𝑡

𝑛 
represents the attention weight of nth dimension of encoder 
output at time t. The importance of encoder output can be 
expressed as follows: 

𝑋𝑡 = (𝑥𝑡
1 ∗ 𝛼𝑡

1, 𝑥𝑡
2 ∗ 𝛼𝑡

2, … , 𝑥𝑡
𝑛 ∗ 𝛼𝑡

𝑛) 

Then, 𝑋𝑡  is concatenated with the decoder output 𝑌𝑡 , the 
concatenated vector is  

[𝑋𝑡 , 𝑌𝑡] 

The final output is obtained through a fully connected neural 
network. 

𝑌𝑡
′ = 𝑓([𝑋𝑡 , 𝑌𝑡]) 

Figure 6 shows the structure of the A-seq2seq model in our 
study. 

The input sequence is 168 timesteps (one week) and the 
output sequence is 24 timesteps. As encoder inputs, 
temperature, pressure, wind direction, wind speed, horizontal 

 
Fig. 4.  The original data of energy consumption 

 

 
Fig. 5.  Correlation analysis 

 
Fig. 6.  Attention based seq2seq model architecture 
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visibility, dew-point temperature, hour, previous energy 
consumption are used. As decoder inputs, 1-step ahead energy 
consumption data are used. 

We compare the performance of different model 
structure when developing our model. Figure 7 shows the 
prediction of energy consumption in the next 24 hours. The 
result shows attention based seq2seq using BiLSTM layers 
perform better. 

Furthermore, we set the parameters, the number of 
hidden units in each layer is 60, batch size is 32, epochs is 300. 
We adopt the mean squared error as the loss function.  

V. RESULTS AND DISCUSSION 
We use the data of the first half of the year as the training 

set, and use the data of the last two months to test the model. 
In the training process of attention based seq2seq model, the 
convergence condition curve of loss with the number of 
iterations is shown in Figure 8. Figure 8 shows the 
convergence process of different models on the verification 
set. The red line represents the curve of the attention based 
seq2seq model on the test set. With the increase of iteration 
times, loss of proposed model decreases rapidly. After 100 
iterations, attention based seq2seq model proposed by us 
tends to be stable, and the loss of it is less than that of other 
models (CNN-LSTM, LSTM, attention-based LSTM).  

We compare the prediction performance of LSTM, 
attention-based LSTM and attention based seq2seq for 
forecasting energy consumption in the next month. Figure 9 
shows the prediction of the models. It can be found that the 
attention based seq2seq model perform best in the prediction, 
although there will be a small amount of deviation over time 

We also evaluate and compare the performance of 
attention based seq2seq and SVM, MLP, LSTM, CNN-
LSTM, attention-based LSTM, attention based seq2seq from 
four evaluation indexes: root mean square error (RMSE), 
mean square error (MSE), mean absolute percentage error 
(MAE) and symmetric mean absolute percentage error 
(SMAPE). The table shows the evaluation results of the 
prediction of each model. 

As shown in the table 1, each model has good prediction 
results. The MSE (0.0011), RMSE (0.0332), MAE (0.0177) 
and smape (0.4107) of attention based seq2seq model were 
the lowest, and the prediction effect was the highest. In the 
short term, the prediction performance of attention based 
seq2seq model is significantly better than LSTM model and 
some traditional machine learning models, and the prediction 
effect of LSTM model with attention mechanism is better 
than that of traditional LSTM model, which indicates that 
introducing attention mechanism to adjust weight in LSTM 
model can improve the prediction performance. Attention 

 
Fig. 7.  Prediction result for the next 24 hours 

 

 
Fig. 8.  Comparison of losses  

 

 
Fig. 9.  Prediction result of LSTM, attention based LSTM, attention based seq2seq 
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mechanism changes the efficiency of model using 
information. By adding attention mechanism into the seq2seq 
model, we can selectively pay attention to the vector 
information of encoder output which changes dynamically 
with time, and combine it with the output of decoder to map 
to the energy consumption of the final output. In the first 
mock exam, this model improves the performance and 
efficiency of short-term building energy consumption. 
Seq2seq model is a sequence to sequence prediction. When 
using fixed time step input, this model can be used to predict 
the energy consumption of future multiple time steps at one 
time, not just the energy consumption of a certain step after 
the input time step. It enriches the application of artificial 
intelligence in building energy consumption prediction. In 
the future, we will further consider how to improve the 
stability of this model applied in a longer period, and further 
explore its application in long-term building energy 
consumption prediction. 

The data used in this study is the building energy 
consumption of 15 minutes a year gathered to 1 hour in office 
buildings, and we will experiment on more types of building 
data in the future. 

VI. CONCLUSION 
Building energy consumption prediction plays an 

important role in the areas of energy system management, 
energy supply. This study proposes an attention based 
seq2seq model to forecasting the building energy 
consumption prediction. The results show that the 
performance of proposed model is better than traditional 
models in predicting short term energy consumption. The 
proposed model can better fit the nonlinearity of energy 
consumption.  

In addition, the proposed model is more efficient. 
Compared with LSTM, it can predict energy consumption of 
multiple time steps more accurately at one time while the 
input has equal time steps. 

We introduce the mechanism to the model which can 
dynamically deal with the input data by assigning different 
weights to the encoder output, thus improving the 
performance of the model. Compared with SVM, MLP, 
LSTM, CNN-LSTM, attention-based LSTM, the proposed 
model have less loss and lower MSE, RMSE, MAE, MAPE. 

Although the prediction effect of the proposed model is 
better in the short term, we expect it to have a stable and 
excellent performance in the long term. We will study and 
improve the model in the future, and carry out experiments 
on more types of buildings to improve the generalization 
ability of the model. 
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